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ABSTRACT
Networks have been extensively used to model various com-
plex systems such as online social networks, co-authorship
and citation networks and gene networks. Due to different
kinds of variations such as temporal, spatial, topic and phe-
notypic variations, several variants of the same network may
exist. For several practical problems, identifying the nodes
that are changing between the networks provide vital infor-
mation regarding the dynamics of the network states. Given
two networks where the nodes are the same in both net-
works, but the edges are different, we consider the problem
of identifying a set of hubs that best explain the differences
between the two networks. To the best of our knowledge,
this is the first work to address the problem of finding the
differential hubs. To address this problem, we propose a
novel ranking algorithm, DiffRank, which ranks the nodes
of two networks based on their differential behavior between
the two networks. We define new measures such as differ-
ential connectivity and differential centrality for each node.
These measures are propagated through the network and are
optimized to capture the local and global structural changes
between two networks. We demonstrate the effectiveness of
DiffRank on synthetic datasets and real-world applications
including collaboration and biological networks. We show
that DiffRank identifies meaningful and practically valuable
information compared to some of the baseline methods that
can be used for such a task.

Categories and Subject Descriptors
H.2.8 [Database Management]: Database Applications -
Data Mining; I.2.6 [Artificial Intelligence]: Learning

General Terms
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ank, Co-authorship Networks, Biological Networks.

1. INTRODUCTION
Networks have been extensively used to model various

complex systems such as online social networks, co-authorship
and biological networks. These networks consist of data ob-
jects as the nodes and the interactions between the data
objects as the edges. Studying such networks can provide
valuable knowledge about the data objects and their interac-
tions. The interactions between the data objects depend on
the domain in which these data objects are studied. Consid-
ering two different domains, the same data objects can have
two different sets of interactions (or edges) between them,
and thus form two different networks. These are homoge-
nous networks because they have single type of data objects
in both networks. The interactions between the same data
objects could change between the two networks due to dif-
ferent possible sources of variations such as:

• Temporal variation: networks evolve over time, which
includes the addition and deletion of links and nodes
[1]. Two non-overlapping snapshots (or mutually ex-
clusive time intervals) could have unevenly evolving
topological structure.

• Topic variations: an author can collaborate with
other authors on one topic while collaborating with
different authors on another topic [24].

• Phenotypic variation: normal and cancerous cells
have the same set of genes, but some of these genes
are differentially wired in the cancerous cells, which
results in two different gene interaction networks [7].

Given two networks, ranking the nodes based on their
differential behavior is a challenging problem. Most impor-
tantly, for several practical problems, identifying the dif-
ferential hubs that are changing between the networks pro-
vides vital information regarding the dynamics of the net-
work states. The differential hubs are the set of nodes that
are responsible for the differences between two networks. In
many scenarios, it is appealing to have a system that tracks
and finds the differential nodes between two networks. Con-
sider the following two applications:

Co-authorship networks: In scientific co-authorship
networks, the nodes are authors of academic papers and
the edges represent co-authorship (or collaboration) rela-
tionships between the authors. Two authors may have differ-
ent relationships in two different research topics such as data
mining and database [24]. The differential hubs in this case



include the authors who are highly active in one topic but
not active in the other topic, or they may include the authors
who are active in both topics but with different collabora-
tors in each topic. Differential networking can also be used
to analyze two co-authorship networks that are constructed
from two mutually exclusive time intervals to identify the
authors whose collaborations change over time.
Biological networks: Microarray studies are used to

measure the expression level of thousands of genes under dif-
ferent conditions. These conditions could be different tissue
types (normal vs cancerous), different subject types (e.g.,
male vs female), different group types (African-American
and Caucasian American) [16], different stage of cancer (early
stage vs developed stage) [21] or different time points [13].
Here, the nodes are the genes, and the edges represent the
interactions between the genes. Since the genes that have
strongly altered connectivity play an important role in the
disease phenotype [7], finding the differential genes can be
used in several applications such as identifying disease-causing
genes and examining the effects of a certain treatment [7].
The main technical challenge of exploiting network struc-

ture to find the differential hubs is to find all the differ-
ences between two networks. A straightforward solution is
to transfer this problem to solving the subgraph isomor-
phism problem. Unfortunately, this is not desirable as it
is computationally infeasible, and it was shown that solving
the subgraph isomorphism problem is NP-complete problem
[23]. Instead, we propose DiffRank, as an efficient and ap-
proximate solution to find the differences between two net-
works.

Figure 1: A simple illustration of differential net-
work analysis. Network A and network B have the
same nodes but different edges. The solid edges are
common in both networks, while the dashed edges
exist only in one network.

Toy Example: Figure 1 shows a simple illustration of
the concept of differential network analysis using two un-
weighted and undirected networks. The top three hubs from
network A, based on their degrees, are 1, 5 and 8, which are
the same top three hubs in network B. However, for the
differential analysis purpose, we would like to see the nodes
4 and 9 ranked top in the list because they are responsible
for the major differences between the networks. Node 4 has
the same degree in both networks, so looking only at the
degrees of nodes in each network individually does not help
in identifying the differential hubs. Moreover, some edges
are more important than others. For instance, the edge be-
tween node 4 and node 9 is important because it connects
two subnetworks, but the edge between node 6 and node
7 is less important. In this paper, we propose a new algo-

rithm to find the differential hubs that are responsible for
the changes in the connectivity and the topological structure
between two networks.

Our goal is to identify the differential hubs by analyzing
two interaction networks. We combine differential network
analysis with ranking in one framework and propose a novel
ranking algorithm, DiffRank, which ranks the nodes of two
networks based on their differential behavior in the two net-
works. To achieve this goal, we define novel measures such as
differential connectivity and differential centrality for each
node. These measures are propagated through the network
and are optimized to capture the changes in the local and
global structures between two networks.

Contributions: The main contributions of this paper
can be summarized as:

1. We propose DiffRank algorithm to rank the hubs of
two networks based on their differential behavior in
the two networks and to identify the differential hubs.

2. We propose two novel differential measures:

(a) A local structure measure, differential connectiv-
ity, to capture the local differences between two
networks based on their weighted edges.

(b) A global structure measure, differential between-
ness centrality, to capture the global differences
between two networks based on the shortest paths

3. We develop a simulator for generating synthetic dif-
ferential scale-free networks based on two models to
evaluate the proposed algorithm.

4. We apply the proposed algorithm on different real-
world datasets including the DBLP dataset and a lung
cancer dataset.

The proposed algorithm has two salient features. First,
it can effectively capture the differences in both local and
global structures between two networks. Second, it iter-
atively propagate the novel differential scores through the
network until convergence to obtain accurate rankings for
all the nodes. We show that DiffRank is motivated by and
well reflects the existing observations about the differences
between two networks. Empirical experiments on three dif-
ferent applications show that our approach is effective and
outperforms various baselines.

The remainder of this paper is organized as follows. Sec-
tion 2 presents problem formalization. Section 3 details the
proposed algorithm and analyzes its properties. We present
performance evaluation and simulation in Section 4. The re-
sults on real-world datasets are reported in Section 5. Sec-
tion 6 reviews related work. Finally, we offer conclusions
and research directions in Section 7.

2. PRELIMINARIES

2.1 Problem Formulation
We will now introduce the notations to be used in the rest

of the paper; then, we formally present the problem state-
ment. Given two networks represented by graphs GA(V,EA)
and GB(V,EB), where V is the set of N nodes and Ek is
the set of edges in Gk, k ∈ {A,B}. An edge between two
nodes u and v, with a weight wk(u, v) in Gk, determines



the strength of the interaction between the two nodes. The
weight of each edge must be a non-negative value, 0 if the
nodes are not connected to each other, or 1 in unweighted
graphs. In this work, we focus our discussion to undirected
networks with no self-links.
Problem Formulation:Given two networks, GA and GB,
the goal is to find the differential hubs that best explain the
differences between the two networks. The final output of
DiffRank is a vector

Π =< π1, π2, ..., πN >

where πv denotes the rank of the differential node v.

2.2 Basic Intuition
A reasonable and accurate model for differential networks

should not only capture the changes in the local structure,
but also the changes in the global structure. Before for-
mally introducing the algorithm, we first explain several key
observations that motivate our approach.
Connectivity: The connectivity, or the degree, of a node

is the number of other nodes that it is connected to. Nodes
with the highest number of edges, known as the hubs, play
an essential role in the analysis of networks. Pair-wise com-
parisons of the degree of each node in the two networks, as
proposed in [12], may not lead to accurately identifying the
differential hubs. For example, node 4 in Figure 1 has the
same degree in both networks but the edges are different.
Centrality: Centrality is important in understanding

many networks such as social networks [5], co-authorship
networks [8] and biological networks [14]. Moreover, cen-
tral nodes can have high influence on their neighbors [27].
Betweenness Centrality (BC) can be used to measure the
centrality for each node, which is proportional to the sum
of the shortest paths passing through it [11]. If Pst is the
number of shortest paths from node s to node t, where s ̸= t,
and Pst(v) is the number of shortest paths from s to t that
pass through a node v, where s ̸= v and t ̸= v, then the BC

of the node v, BC(v), can be computed as
∑

s ̸=t
Pst(v)
Pst

[10].
Identifying the shortest paths between two nodes is critical

in several applications, such as social and biological networks
[14], and the influence maximization problem [6]. Usually,
the weights of the edges represent the strength of the in-
teractions (or correlations) between the nodes. Therefore,
distance values should be calculated from the weight val-
ues in order to calculate the shortest paths. For example,
if w(u, v) is the weight of interactions between two nodes u
and v, then the weight on each edge can be translated to dis-
tance path using 1−w(u, v) or −log(w(u, v)) [6]. We expect
these intuitions and observations to be helpful in designing
the proposed algorithm.

3. THE PROPOSED MODEL
In this section, we present the proposed algorithm, DiffRank,

for finding the differential hubs. By considering connectiv-
ity and centrality, our algorithm can capture both local and
global differences between two homogenous networks under
a unified framework. We also provide some theoretical anal-
ysis of the proposed algorithm.

3.1 Local Structure Measure
Differential connectivity measures the local differences be-

tween two networks, GA and GB . Rather than just compar-
ing the degree of a given node in both networks as in [12],

we consider the actual weights of all edges in computing the
differential connectivity. Moreover, we integrate the rank of
each neighbor to weight the differential connectivity. The
differential rank of each node will be propagated in the net-
work. If two nodes are connected, then the propagation of
the differential score between them is proportional to the
weight of the edge connecting them.

Definition 1. (Differential Connectivity) Given two net-
works, GA and GB , we define the differential connectivity
of node v, at iteration i as:

∆Ci(v) =
N∑

u=1

|wA(u, v)− wB(u, v)|.πi
u∑N

z=1 |wA(u, z)− wB(u, z)|
(1)

πi
v is the rank of node v at iteration i. It is initialized to

1
N
, and will be updated as explained later in this section. If a

given node has the same set of edges in both networks, with
the same weights, then the differential connectivity of that
node will be 0. On the other hand, when a node has different
sets of edges, it will get a high value for the differential
connectivity. In addition to the number of edges and their
weights, differential connectivity of a node also depends on
the differential scores of the neighbors it is connected to.
Each node is initialized with a uniform score πu = 1

N
.

3.2 Global Structure Measure
Comparing the values of BC may not detect the topolog-

ical changes between the two networks. For example, the
shaded node in Figure 2 has the same value for BC in both
networks. However, the shortest paths that pass through
that node are different between the two networks. There-
fore, we propose to consider the actual shortest paths to
compare the centrality role of a node between two networks.

Definition 2. (Differential Betweenness Centrality)
Let SP v

k be a binary N ×N matrix, such that SP v
k (s, t) = 1

if one of the shortest paths from s to t passes through the
node v in network k = {A,B}, where s ̸= t, and it is 0
otherwise. We define differential betweenness centrality of a
node v as follows:

∆BC(v) =

N∑
s=1

N∑
t=1

(|SP v
A(s, t)− SP v

B(s, t)|) (2)

Figure 2: An illustration of differential betweenness
centrality. The shaded node has the same value of
betweenness centrality in both networks. However,
the shortest paths that pass through that node are
different between the two networks.



3.3 The DiffRank Algorithm
In addition to connectivity, centrality is important be-

cause changes in the central nodes could significantly alter
the interconnection and the topology of the network. There-
fore, we integrate both differential connectivity and differ-
ential betweenness centrality in the proposed algorithm.
We propose DiffRank algorithm that optimizes an objec-

tive which is a linear combination of differential connectivity
and differential betweenness centrality (parameterized by λ)
within a PageRank-style framework [15], such that the rank
of each node v is computed as follows:

πi
v = (1− λ).

∆BC(v)∑N
u=1 ∆BC(u)

+ λ.∆Ci(v) (3)

The parameter λ controls the trade-off between differen-
tial connectivity and differential betweenness centrality. It
can be assigned any value in the range [0, 1]. When λ = 0,
the ranking depends only on the differential betweenness
centrality, and when λ = 1, the ranking depends only on
the differential connectivity. Any other value of λ combines
both terms in the ranking.
The integration of BC in the ranking formula adds signif-

icant global topological information to the differential anal-
ysis of networks. It was shown that BC is not significantly
correlated with PageRank [8]. This means that BC can
measure different prospectives compared to what PageRank
can measure [8]. Therefore, integrating both connectivity
and centrality enables DiffRank to capture the changes in
both the local and global topological structures.

3.4 Preservation and Convergence
To begin with, all the nodes are initialized to 1

N
(uni-

form distribution), so that the sum of the rankings is 1,∑N
v=1 π

i
v = 1. The rankings will be updated in each itera-

tion. There is no need to normalize after each step since the
sum of the rankings is preserved to unity.

Lemma 1. The sum of the node ranks (Π∆) obtained by
DiffRank are preserved to unity.

Proof. Let us assume that the algorithm is in the itera-
tion i and the

∑N
v=1 π

i
v = 1, now we will show that the sum

of ranking is preserved for the next iteration (i+ 1):

N∑
v=1

πi+1
v =

N∑
v=1

(
(1− λ).∆BC(v)∑N

u=1 ∆BC(u)
+ λ.

N∑
u=1

∆DCi(v)

)

= (1− λ).

(∑N
v=1 ∆BC(v)∑N
u=1 ∆BC(u)

)

+ λ.

(
N∑

v=1

N∑
u=1

|wA(u, v)− wB(u, v)|.πi
u∑N

z=1 |wA(u, z)− wB(u, z)|

)
= (1− λ)

+ λ.

(
N∑

u=1

πi
u

∑N
v=1 |wA(u, v)− wB(u, v)|∑N
z=1 |wA(u, z)− wB(u, z)|

)

= (1− λ) + λ.

N∑
u=1

πi
u

= (1− λ) + λ = 1

One issue that needs to be resolved is handling the sinks
(or isolated nodes). These nodes will be assigned uniform

weighted edges to each other node in the network in order
to ensure the convergence of the DiffRank algorithm [17].

Theorem 1. The result from the DiffRank model con-
verges to a unique rank vector Π∆.

Proof. Let us define MN×N as a square matrix, such
that

Muv =
|wA(u, v)− wB(u, v)|∑N
z=1 |wA(u, z)− wB(u, z)|

We replace all rows with zeros by 1
N
. Now, M is considered

to be a stochastic matrix in which the sum of each row is 1:∑N
v=1 Muv = 1, 1 ≤ u ≤ N . Let P denote a vector of length

N , such that

Pv =
∆BC(v)∑N

u=1 ∆BC(u)

then we will have
∑N

v=1 Pv = 1. Finally we define a new

matrix M
′
as follows:

M
′
= λ.M + (1− λ).PT

. The combination of the stochastic matrix M , and the vec-
tor P reduces the effect of the isolated nodes λ ∈ [0, 1]. The
rank vector, Π∆, can be computed by solving the following
eigenvector problem:

Π∆
TM

′
= Π∆

T

Since M
′
is a stochastic matrix, the DiffRank model is re-

duced to a personalized PageRank model for which a unique
solution is guaranteed [17, 15].

3.5 Network-Specific Analysis
In some applications, we are interested in identifying the

differential nodes of a specific network. For example, in
gene networks, it is important to find the genes that are
rewired in the cancer cells. For this purpose, we can modify
some definitions based on the particular network of interest.
To find the differential nodes in network B, the differential
connectivity (∆C) can be redefined as follows:

∆C
′i(v) =

N∑
u=1

max(wB(u, v)− wA(u, v), 0).π
i
u∑N

z=1 max(wB(u, z)− wA(u, z), 0)
(4)

This new definition excludes any edge in the network of
interest if the corresponding edge in the other network has
a higher weight. Similarly, the new definition of differential
betweenness centrality, ∆BC, includes the unique shortest
paths that are in the network of interest and excludes the
unique shortest paths in the other network.

∆BC
′
(v) =

N∑
s=1

N∑
t=1

max(SP v
B(s, t)− SP v

A(s, t), 0) (5)

Then the second version of DiffRank is modified as follows:

πi
v = (1− λ).

∆BC
′
(v)∑N

u=1 ∆BC′(u)
+ λ.∆C

′i(v) (6)

With these two version of DiffRank, we can solve the follow-
ing problems:

1. Find the differential hubs from two networks; this can
be solved by the first version of DiffRank.



Figure 3: Results on Simulated networks with different sizes comparing with baseline methods with different
λ values in DiffRank.

2. Find the network-specific differential hubs from two
networks which are active in a particular network; this
can be solved by the second version of DiffRank.

3.6 Scalability
Finding the shortest paths is the most time-consuming

computation in the proposed model. Using the traditional
Dijkstra’s algorithm, computing the shortest paths between
two nodes needs O(m+ nlog(n)) where m is the number of
links, and n is the number of nodes in the graph and solv-
ing all-pairs shortest paths requires O(nm + n2logn) time
and O(n2) space [14]. However, Recent methods have been
proposed to reduce the computational overhead by using ap-
proximation methods [14], which helps in efficiently applying
DiffRank on large-scale networks.

4. EXPERIMENTS ON SIMULATED DATA
In this section, we will first describe the baseline methods

for comparison and the evaluation measures used to evaluate
the proposed algorithm. Then, we present a simulator that
is used to generate scale-free networks based on two different
models: random and evolving models.

4.1 Baseline Methods
To the best of our knowledge, ranking differential hubs in

two networks has not been studied before, and there is no
standard metric that can be used to capture the differences
between two networks. As a baseline method, we used the
difference between the scores given by the PageRank algo-
rithm [22] in the two networks. We denote this measure as
∆PR, and define it as:

∆PR(v) = |PRA(v)− PRB(v)| (7)

Where PRK(v) is the score for the node v obtained by ap-
plying PageRank on network k. In addition, we applied
the differential connectivity score, DiffK [12]. Given the ith

node, kA(i) and kB(i) are the connectivity of the ith node in
networks A and B, respectively, DiffK is defined as follows:

DiffK(v) = |KA(v)−KB(v)| (8)

where KA(v) = kA(v)

max(kA)
and KB(v) = kB(v)

max(kB)
. When we

refer to DiffRank, ∆PR and DiffK algorithms, we refer to
the ranking of all the nodes based on their scores given by
Equation (3), Equation (7) and Equation (8), respectively.

4.2 Evaluation Measures
Since there is no standard measure for comparing two net-

works, we developed two evaluation measures:
Local structure measure (ML): This measure depends
on comparing the edges of each node to find the differential
nodes. It is a local measure which is defined as follows:

ML(v) =

N∑
u=1

[wA(u, v)− wB(u, v)]2 (9)

Global structure measure (MG): This measure cap-
tures the global changes in the networks, and it uses the
shortest paths in the computation as follows: We define
dist(u, v,GK) to be the distance between the nodes u and v
in graph GK computed through the shortest path between

them, and we define GK′
z to be the same as GK except

that all the edges for node z are removed. Then, we de-

fine ∆zdist(u, v,G
K) = (dist(u, v,GK) − dist(u, v,GK′

z ))2.
Finally, MG is defined as follows:

MG(z) =

N∑
u=1

N∑
v=1

[∆zdist(u, v,G
A)−∆zdist(u, v,G

B)]2

(10)
MG measures the importance of each node to all other nodes
in the network. We used Kendall Tau statistic [18] to mea-
sure the correlation between the evaluation measures and
the ranking algorithms.

4.3 Random Model
We developed a simulator to generate synthetic differen-

tial scale-free networks. First, we start with a small network
as a seed, then we follow the preferential attachment rule [3,
20] in adding new nodes. The probability for any node to
be connected with another node is proportional to its degree

and equals to d(v)∑n
u=1 d(u)

where n is the number of existing

nodes in the network [3]. To generate two differential net-
works of size n, we start with the same seed for each network
of size m, and then generate the remaining n−m nodes for
each network separately to obtain two networks with differ-
ent sets of edges.

Figure 3 shows the results on simulated data of different
sizes: 50, 100 and 200. These results are the average of 10
runs. As shown in this figure, our proposed method out-
performs the other methods in all of the cases. When using
the local measure ML, as the values of λ increase from 0



(a) Evaluation based on ML (b) Evaluation based on MG

Figure 4: Results of ∆PR, DiffK and DiffRank on the data generated using the evolving model.

to 1 results are improved. Since ML depends only on the
differences in the local structures, differential connectivity
better fits such cases. On the other hand, when using MG

measure, as the values of λ decrease from 1 to 0 better re-
sults are obtained. Since MG depends on the differences in
the global structures between two networks. Hence, we can
conclude that parameter λ plays a significant role in opti-
mizing both the local and global measures. Based on our
experiment analysis, we recommend to set its value to 0.75.
We used this value in all of the experiments, unless stated
otherwise.

4.4 Evolving Model
In the evolving model, we start with the same seed of m

nodes in each network; then, we add n more nodes in each
network such that the last m − t are added separately in
each network while the first m+ t nodes in the two networks
will have the same edges, 1 ≤ t ≤ n. We used m = 5 and
n = 100 in this model. We compute all the rankings for each
value of t. The results are shown in Figure 4. These are the
average of 10 runs.
The results are close to what we obtained in the first

model. As the value of t increases from 1 to 100 the dif-
ferences between the two networks decrease. For example,
when t = 1, only the seed nodes have the same connections
between the two networks, and the remaining 100 nodes
have different connections. When the value of t = 100, all
the nodes have the same connections in both networks ex-
cept the last node. When the value of t is small and the there
are big differences between the two networks, DiffRank out-
performs the other methods in majority of the cases.

5. EXPERIMENTS ON REAL DATA
In this section, we illustrate the performance of DiffRank

algorithm on the DBLP dataset and a lung cancer datasets.
For the DBLP dataset, we performed two experiments. One
based on topic variation, and the other one based on tem-
poral variation. For the lung cancer dataset, we focused on
the phenotypic variation.

5.1 Results for Topic Variation
In the first experiment we used the Arnetminer DBLP

dataset1. In this experiment, we included all the authors
who have at least two papers from 2000 to 2010 in database
conferences (DM) and data mining (DM) conferences.

1http://www.arnetminer.org/DBLP Citation

Table 2: Results of the network-specific DiffRank
algorithm on the DM network.

diffRank Author ∆PR diffK
1 Philip S. Yu 5180.5 33
2 Christos Faloutsos 5156 81
3 Zheng Chen 3067.5 77
4 Jiawei Han 5187 329
5 Qiang Yang 4395 36
6 Wei Fan 4823 106
7 Heikki Mannila 4290.5 65
8 Jun Yan 2 205
9 Vipin Kumar 4483 76
10 Eamonn J. Keogh 4903 247
11 Huan Liu 1878 70
12 Chris H. Q. Ding 1 147
13 Hui Xiong 3245 71
14 Tao Li 1415.5 100
15 Bing Liu 3301.5 108

• DB: {ICDE, VLDB, SIGMOD, PODS, EDBT }.

• DM: { KDD, SDM, ICDM, PKDD, PAKDD }.

Two co-authorship networks were constructed from this
dataset. The first network was constructed from the papers
published in the DB conferences, while the second network
was constructed from the papers published in the DM con-
ferences. The nodes are the authors and the edges represent
collaborations. The weight of each edge represents the num-
ber of papers written by the two linked authors together.
Each network contains 5188 nodes. The number of edges in
the DB network is 24916, and the number of edges in the
DM network is 12932.

Table 1 shows the results of applying ∆PR, DiffK and
DiffRank on the DB and DM networks. As discussed ear-
lier, there are several factors that affect the ranking such as
connectivity, centrality and the rank of the neighbors. For
simplicity, we provide some examples of the interesting re-
sults by explaining the number of links only. It should be
noted that though we are just mentioning the number of
links, our approach optimizes for the differential propaga-
tion network rather than just based on the number of links.

The top ranked author, Divesh Srivastava, has published
with 97 authors, 90 of them published in the DB conferences
only. Similarly, for Beng Chin Ooi and Gerhard Weikum,
most of the connections are in the DB network. While con-
sidering top ranked authors such as Philip S. Yu and Jiawei
Han, who published in both DB and DM conferences, they
were top ranked because they collaborated with a different



Table 1: Results of ∆PR, DiffK and DiffRank on the DB and DM networks
Rank Top 10 based on ∆ PR Top 10 based on DiffK Top 10 based on DiffRank

Author DiffK DiffRank Author ∆PR DiffRank Author ∆PR DiffK
1 Chris H. Q. Ding 147 106 Beng Chin Ooi 2926 3 Divesh Srivastava 4227.5 3
2 Jun Yan 205 68 Gerhard Weikum 4821 7 Philip S. Yu 5180.5 33
3 Hillol Kargupta 147 179 Divesh Srivastava 4227.5 1 Beng Chin Ooi 2926 1
4 Pang-Ning Tan 205 140 Michael J. Carey 73 17 Christos Faloutsos 5156 81
5 Zhi-Hua Zhou 83 194 Ioana Manolescu 76 26 Jiawei Han 5187 329
6 Jieping Ye 101 125 Alon Y. Halevy 67 13 Nick Koudas 4711 13
7 Takashi Washio 147 183 Donald Kossmann 69 15 Gerhard Weikum 4821 2
8 Changshui Zhang 250 223 Daniela Florescu 95 38 Surajit Chaudhuri 63 10
9 Jing Gao 224 136 R. Ramakrishnan 4689 11 Jeffrey Xu Yu 5185 542
10 Joydeep Ghosh 224 254 Surajit Chaudhuri 63 8 Kian-Lee Tan 3546.5 18

Table 3: Results of ∆PR, DiffK and DiffRank two DM networks from two mutually exclusive time intervals.
Rank Top 10 based on ∆PR Top 10 based on DiffK Top 10 based on DiffRank

Author DiffK DiffRank Author ∆PR DiffRank Author ∆PR DiffK
1 Honghua Dai 81 110 Vipin Kumar 2271.5 10 Philip S. Yu 2433.5 2384
2 Jiong Yang 5 60 Hongjun Lu 3 32 Jiawei Han 2431 131.5
3 Hongjun Lu 2 32 Zhi-Hua Zhou 2108 4 Christos Faloutsos 2424.5 6
4 Yuchang Lu 22 445 Jimeng Sun 1040.5 8 Zhi-Hua Zhou 2108 3
5 William Perrizo 208 1776 Jiong Yang 2 60 Heikki Mannila 2424.5 86
6 Chidanand Apte 15.5 149 Christos Faloutsos 2424.5 3 Jian Pei 2417 690
7 Djamel A. Zighed 121.5 343 Ke Wang 2368.5 31 S. Papadimitriou 2379 926
8 Ricardo Vilalta 39 341 Wensi Xi 32 386 Jimeng Sun 1040.5 4
9 Ron Kohavi 81 128 Sheng Ma 484 39 Wei Fan 2384.5 962
10 C. Ratanamahatana 51 450 Xindong Wu 2221.5 23 Vipin Kumar 2271.5 1

set of authors in each field. Therefore, the connections for
such authors are different between DB and DM networks.
The results in Table 1 include authors who have many

papers either in DB or DM or in both of them. However,
we performed network-specific differential analysis using the
second version of DiffRank, defined in Equation(6), by look-
ing at the differential authors who publish in DM confer-
ences, and we reported the top 15 authors in Table 2. These
authors are highly active in DM conferences, and they have
different sets of links compared to their collaborations in
the DB conferences. For example, Jun Yan and Chris H. Q.
Ding published only in DM conferences.
We also compared the results in Table 1 to the results

obtained from the Topic Affinity Analysis (TAP) algorithm
[24]. The TAP results include a list of representative au-
thors for the DB and the DM topics. We found the number
of common authors between TAP and ∆PR is 0, between
TAP and DiffK is 1 and between TAP and DiffRank is 6.
In addition, 7 authors appeared in both Table 2 and [24].
Therefore, the results reported by DiffRank can also be con-
sidered as representative for the topic of interest.

5.2 Results for Temporal Variation
In this experiment, we consider the authors who published

in the DM conferences. We constructed two networks, the
first network included the authors who published during the
time interval 2000-2005, and the second network included
the authors who published during the time interval 2006-
2010. The number of nodes in each network is 2434. The
number of edges in the first network is 6906, and the num-
ber of edges in the second network is 13736. Table 3 shows
the results of ∆PR, DiffK and DiffRank on the two net-
works described. In this kind of analysis, interesting results
can be obtained about authors who started publishing in
the second time interval. For example Zhi-Hua Zhou has 4

Table 4: Results of DiffRank on lung cancer dataset.
diffRank Gene Symbol ∆PR DiffK

1 CSF1 1911 1406
2 AFF3 1960.5 1413
3 CLDN14 1950.5 1397.5
4 RAB32 1058 1152
5 RBL1 1375 1237
6 PPP1CB 173 843
7 PNRC1 109.5 1085
8 PAX7 1254.5 1475
9 NRTN 1906.5 1618
10 HBE1 743.5 539
11 RUNX2 1525.5 1500
12 POU2F3 1828 1373
13 ZFP36L1 869 615
14 PAX8 1881 1494
15 PPP2R5D 1828 1100

collaborations in the first time interval, but he has 29 col-
laborations from 2006 to 2010. Similarly Jimeng Sun has
only 2 collaborations in the first time interval, but he has
25 in the second time interval. Such results help in identify-
ing evolving authors in a specific topic of interest. Merely,
looking at the results (qualitatively), one can see that our
approach yields more prominent authors in the data mining
community compared to the other two methods.

5.3 Results for Phenotypic Variation
The proposed work was originally motivated by the bi-

ological application described in the introduction section.
We provide more quantitative results in this application. In
this experiment, we applied DiffRank algorithm on lung can-
cer dataset obtained from [9]. This dataset is comprised of
1975 genes and 169 samples: 102 are cancer samples, and 67
normal samples. We constructed the gene networks using
Mutual Information (MI) as described in [4]. The first net-
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Figure 5: The distributions of P-value obtained by applying the MDA test on the lung cancer dataset. The
Y -axis shows the values of the MDA test, and the X-axis shows the gene ranking obtained by ∆PR, DiffK
and DiffRank algorithms.

work, constructed from the normal samples, contains 655316
edges, and the second network, constructed from the cancer
samples, contains 146117 edges.
To statistically test the differential connectivity of genes,

we used the mean absolute distance (MDA) test that was
proposed in [13]:

D(g) =
1

N − 1

∑
g′ ̸=g

|MIA(g, g′)−MIB(g, g′)| (11)

where MIk(g, g′) is the mutual information of the genes g

and g
′
in network k = {A,B}. The p-value of this test was

computed by permutating the samples, and then computing
the MDA statistic for each pair of genes. If C1 is the number
of samples for the first condition, and C2 is the number
of samples for the second condition. The permutation is
performed for the C1 +C2 conditions. The first C1 samples
will be considered as the samples for the first condition, and
the last C2 samples will be considered as the samples for
the second condition [13]. The approximate p-value of each
gene is calculated as:

P − value(g) =
1

P

P∑
p=1

(Dp ≥ Dobserved) (12)

where P is the number of permutations, Dp is the value of
the MDA test on the permutation p and Dobserved) is the
value of the MDA test on the Original data . The distri-
butions of p-values obtained from each algorithm are shown
in Figure 5. If a gene has lower p-value, it implies that the
gene is significant and more differential than other genes
with higher p-values. As shown in this Figure, the top dif-
ferential nodes obtained using our method are statistically
significant. From this figure, we can see that the top differ-
ential genes obtained from the other two baseline approaches
have higher p-values and many of them are not statistically
significant with p-values greater than 0.05.

6. RELATED WORK
To the best of our knowledge, DiffRank is the first al-

gorithm to rank the nodes of two networks based on their
differential behavior and to identify the differential hubs.
Community evolution has been studied in several papers
such as [2] and [25] to discover evolving groups in social net-
works. An event-based framework for analyzing the evolu-
tion of dynamic graphs was proposed in [1]. In our proposed

algorithm, we are interesting in studying the individual be-
haviour change in two networks to identify the differential
hubs.

Topic Affinity Analysis (TAP) was proposed in [24] to
differentiate the social influences from different topics. This
algorithms takes as input an existing network structure and
topic distribution, and it aims to find topic-level social influ-
ence graph [24]. This algorithm assumes one network struc-
ture for different topics, while in this paper, each topic will
be represented in a different network.

In the biological domain, there are some differential mea-
sures that have been proposed to measure the differences
between two gene networks. Examples of such measures
include comparing the distribution of small subgraphs, re-
ferred to as graphlets [23] and DiffK, used in this paper for
comparisons, was proposed in [12] to compare the genes in
two networks based on their degrees. Most of these methods
depend on pair-wise comparisons of nodes in two networks
However, our proposed algorithm captures local and global
changes between two networks to obtain a deeper insight
into disease networks.

7. CONCLUSIONS AND FUTURE WORK
In this work, we propose the novel problem of finding the

differential hubs in homogenous networks. Given two net-
works with same nodes but different edges, we could find
and mine the differential hubs that are responsible for the
differences between the two networks. We make several key
observations about how the local and global measures mu-
tually influence the ability to identify the differential nodes,
and propose a novel algorithm, called DiffRank, for min-
ing the top K differential hubs in the two networks. Com-
prehensive experimental studies on real-world datasets and
synthetically generated datasets showed that our approach
outperforms the baselines. In the future, we will study how
to automatically set the value for the parameter λ based on
the structure of the networks.

Our approach can potentially enable informative analy-
sis on various real-world applications. This work opens the
door to several interesting directions for future work. One
interesting future research is to further explore the problem
of differential networking analysis in heterogenous or multi-
mode networks. Another interesting research directions is to
integrate the concepts of influential nodes [26] and effectors
[19] in the differential analysis of multiple social networks.
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