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ABSTRACT
Searching for documents with semantically similar content is a fundamental problem in the information retrieval domain with various challenges, primarily, in terms of efficiency and effectiveness. Despite the promise of modeling structured dependencies in documents, several existing text hashing methods lack an efficient mechanism to incorporate such vital information. Additionally, the desired characteristics of an ideal hash function, such as robustness to noise, low quantization error and bit balance/uncorrelation, are not effectively learned with existing methods. This is because of the requirement to either tune additional hyper-parameters or optimize these heuristically and explicitly constructed cost functions. In this paper, we propose a Denoising Adversarial Binary Autoencoder (DABA) model which presents a novel representation learning framework that captures structured representation of text documents in the learned hash function. Also, adversarial training provides an alternative direction to implicitly learn a hash function that captures the desired characteristics of an ideal hash function. Essentially, DABA adopts a novel single-optimization adversarial training procedure that minimizes the Wasserstein distance in its primal domain to regularize the encoder’s output of either a recurrent neural network or a convolutional autoencoder. We empirically demonstrate the effectiveness of our proposed method in capturing the intrinsic semantic manifold of the related documents. The proposed method outperforms the current state-of-the-art shallow and deep unsupervised hashing methods for the document retrieval task on several prominent document collections.
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1 INTRODUCTION
One of the crucial challenges associated with mining massive text corpora is to efficiently and effectively search for documents with similar semantic content, a problem known as “semantic similarity search” in the information retrieval domain. Exact similarity search, which aims to exhaustively find all the relevant documents, is often impractical due to its computational complexity. Specifically, it requires an inefficient linear scan of all documents in the database. The number of documents in the database range in the order of millions (or sometimes even billions). Thus, approximate similarity search algorithms that efficiently examine a smaller subset of candidate documents provide a principled approach for solving this problem. For instance, in hashing, a classic approximate-similarity search approach, we project the original input in the high-dimensional space onto a much smaller locality-preserving binary space. Therefore, the full-linear scan is no longer imperative. Compact binary codes are storage-efficient and the search-cost in the original high-dimensional space is reduced to calculating Hamming distances. The binary representation of a document often requires 4 to 8 bytes of storage and computing the pairwise Hamming distance using “bitwise” XOR needs a single CPU instruction.

While hashing methods ensure efficiency, an important challenge is to learn a hash function that effectively captures the semantic similarity between a pair of text documents, especially, in the presence of noisy data. Historically, supervised hashing techniques display a better retrieval performance, but they require human-annotated documents that are expensive to obtain on massive-scale datasets [5, 9, 22, 36]. Unsupervised hashing methods do not require supervised signals for training, thus are more suitable for massive-scale corpora [5, 10, 14, 26, 29, 37, 38].

For analyzing text data, majority of the existing unsupervised hashing methods employ shallow, linear hash functions. On the other hand, deep models are capable of learning non-linear hash functions [5, 26, 29, 38]. However, despite the improved performance, they heavily rely on manually-engineered feature vectors such as Term Frequency-Inverse Document Frequency (TF-IDF) [27]. To the best of our knowledge, no prior work in the literature attempts to learn hash functions that capture the semantic and syntactic representation of raw text documents. Although, respectable performance is observed in the context of other text mining problems [20, 25, 39, 40].

In addition to capturing optimal representation of the documents in the hash functions, the learned hash codes should also achieve bit balance/uncorrelation and low-quantization error [35]. Bit-balance
and bit-uncorrelation ensure that a uniform number of training data points are assigned to each hash code. Thus, minimizing the time complexity of the retrieval task in the worst and average cases [13]. Along with low-quantization error, they alleviate the chance of assigning “very” similar data points to different codes. This preserves the original locality structure of the data in the binary space and improves the retrieval precision [10, 13, 16]. In spite of possessing better retrieval performance, existing deep text-hashing methods either ignore these objectives or construct them heuristically. We argue that the retrieval performance is significantly improved by incorporating them in learning the deep hash functions. Furthermore, we prove that it is possible to implicitly learn the hashing objectives in an adversarial-training framework. Thus, we can eliminate the need to tune several “hyperparameters” when explicitly defining the heuristic hashing objectives in a learning-to-hash model.

To address these aforementioned challenges, we propose a novel unsupervised Denoising Adversarial Binary Autoencoder (DABA) model for the text hashing problem. The proposed DABA model learns a non-linear hash function that captures an optimal representation directly from sequential input data and is robust to the noise in the input data through the application of an adversarially-trained denoising autoencoder. The main contributions of the paper are as follows:

- Propose a novel unsupervised deep generative autoencoder-based hashing model that jointly learns an efficient representation of text documents directly from the raw text and a robust, deep hash function in an end-to-end framework. To the best of our knowledge, this is the first work in text hashing that learns a hash function directly from the raw text data.
- Employ adversarial training procedure; the proposed method introduces a new and efficient alternative to train binary neurons that implicitly generate balanced and discriminative hash codes without introducing additional hyperparameters or complex hashing objective functions. Thus, fulfilling the desired characteristics of an ideal hashing algorithm (as shown in Table 1).
- Propose a novel algorithm to train the adversarial, binary autoencoder that directly estimates the Wasserstein distance from the primal domain by solving the Optimal Transport (OT) problem. The proposed algorithm does not employ the familiar min-max game, which is harder to train, because of the fluctuating generator’s cost. Thus, increasing its suitability for large-scale and real-world text hashing problems.
- Demonstrate the effectiveness of our method in large-scale text datasets and demonstrate the superiority of the proposed model over state-of-the-art hashing techniques with both quantitative and qualitative analysis of the performance.

The rest of the paper is organized as follows. We discuss the related work in Section 2. In Section 3, we describe the details of our proposed method. Finally, we present quantitative and qualitative experimental results in Section 4 and conclude in Section 5.

2 RELATED WORK

In this section, we describe two lines of research that are closely related to the proposed work: hashing and deep learning.

2.1 Similarity Search and Hashing

2.1.1 Hashing. The most representative class for semantic similarity search is hashing. Hashing techniques can be broadly classified into supervised [5, 9, 22, 36] and unsupervised hashing [5, 10, 14, 26, 37, 38]. Although supervised hashing methods demonstrate better performance [5, 29], they require human-annotated documents that are expensive to obtain on massive-scale datasets, which are increasingly prevalent in the current scenario. Scarcity of labeled training data introduces the problem of train/test distribution mismatch and poor local optima converge in supervised learning frameworks. Therefore, their search performance degrades significantly.

Unsupervised hashing approaches address these problems by learning hash functions without any supervised signal. Thus, these methods are more suitable for large-scale corpora. Predominantly, unsupervised hashing methods include shallow and deep models. Locality sensitive hashing (LSH) approaches, which learn the hash functions using random projection, are popular shallow models with appealing theoretical properties [8, 21, 30, 34].

Data-dependent shallow-hashing methods, notably Spectral Hashing (SpecHash) [37] and Semantic Hashing (SemHash) [26], demonstrate significant performance improvements over LSH. SpecHash learns compact, balanced and uncorrelated-bit codes by solving the Eigenvector problem. However, the method strongly assumes that the data points are uniformly distributed in a hyper-rectangle, which restricts its application potential. Spherical Hashing (Sph-Hash) [14], on the other hand, employs hypersphere-based partitioning to achieve better and coherent quantization. Iterative Quantization (ITQ) additionally minimizes the quantization error to generate hash functions that better preserves the original locality structure of the input data. However, these shallow models are linear and hence cannot be applied to real-world high-dimensional datasets. Unsupervised, deep-hash models [5, 26, 29, 38], display remarkable performance improvements compared to the shallow models by learning non-linear hash functions. Self-taught hashing (STH) [38] decomposes the algorithm into learning the hash function (similar to that of SemHash) and learning a hash function on unseen data using a supervised learning method. Variational Deep Semantic Hashing (VDSH) [5] employs variational autoencoders to learn a generative model to reconstruct the original documents. Neural Architecture for Semantic Hashing (NASH) [29] adopts a similar variational autoencoder architecture as that of VDSH but models the hashing codes as Bernoulli latent-variable. These existing deep hash models, in spite of having better performance, do not exploit the latent semantic and syntactic dependencies in the sequential text data to learn the hash functions. For example, both VDSH and NASH employ the hand-crafted TF-IDF input. To the best of our knowledge, our proposed model is the first end-to-end hashing model that captures the structured representation of raw text documents.

2.1.2 Characteristics of Hash Functions. Prevalent hashing approaches minimize the training objective as follows:

\[
\min_{f} E_{x \sim D_{x}} L(x, f(x)) + E_{x \sim D_{x}} \sum_{k} \lambda_{i} \times H_{k}(f(x))
\]
Table 1: Characteristics of hashing algorithms along with the representative methods. Our proposed method satisfies all these characteristics in an end-to-end framework without introducing complex cost functions and hyperparameters. ◦ indicates the method achieves the objective, but the procedure is ad-hoc.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Low Quantization Error</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Bit Balance</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Bit Uncorrelation</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Data Dependent</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Learn from Raw Text</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>✓</td>
</tr>
<tr>
<td>Implicit Generative Model</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>✓</td>
</tr>
<tr>
<td>Robustness to Noisy Data</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>✓</td>
</tr>
</tbody>
</table>

where $D_x$ is the data distribution, $L(x, f(x))$ is the locality-preserving loss of the hash function $f(x)$ and $H_k(f(x))$ is a hashing objective with $\lambda_k$ its corresponding hyperparameter. Examples of $H_k$ are:

- **Bit balance** [37]: each bit has the same chance of being 0 or 1.
- **Bit uncorrelation** [37]: different bits are uncorrelated.
- **Low quantization error** [10]: low information loss by encoding the real-valued representation space by the binary, discrete space.

![Figure 1: A synthetic example of 1500 data points generated from three Gaussian clusters – 500 data points per cluster (Figure 1a). Each method learns a 2-bit hash function without using the supervised cluster-labels. An optimal hash function achieves "code balance" and recovers the original cluster assignment as much as possible.](image)

In hashing, including $H_k$’s are important for improving the retrieval performance. For example, bit-balance and bit-uncorrelation encourage "code-balance", i.e., the condition where a uniform number of training data points is assigned to each hash code. Code-balance minimizes the time complexity of the worst and average cases, thus, improving the retrieval efficiency [13]. Furthermore, code-balance and low-quantization error alleviate the chance of assigning "very" similar data points to codes that have large Hamming distances. Hence, they better preserve the original locality structure of the data [10, 13, 16]. Preserving locality improves the retrieval precision. It is critical that these three objectives are jointly optimized in any efficient hashing algorithm. For example, without the bit-uncorrelation constraint, an algorithm can still achieve bit balance. A trivial example is assigning half the number of data points to a code with all 0-bits and the remaining half to a code with all 1-bits. However, the quality of the hash codes are apparently poor because there are only two possible codes regardless of the number of bits.

Figure 1 depicts a concrete example of data points that are independently drawn from three two-dimensional Gaussian clusters (500 data points per cluster). Figure 1a illustrates the original generated data points. SpecHash and ITQ, the shallow-hashing methods, could not learn a non-linear separation of the data points (Figures 1b-1c). On the other hand, VDSH and NASH, the deep-hashing methods, are able to learn non-linear hash functions but they do not achieve code-balance (the number of data points per hash code has high variance, as shown in Figures 1d and 1e). The reason is that they ignore bit-balance, bit-uncorrelation and low-quantization error. Only the proposed model, DABA-MLP, is able to recover the original cluster’s data point assignments almost perfectly and achieve code-balance. DABA-MLP is a non-linear technique and, more importantly, is constrained to generate both bit-balance and bit-uncorrelation. Furthermore, distinct from existing approaches, the hashing objectives (or $H_k$) are implicitly optimized (using adversarial training) without tuning additional hyperparameters.

A summary of the characteristics of different text hash algorithms is given in Table 1.

### 2.2 Semantic Hashing and Deep Learning

SemHash [26] is one of the early deep hash models. SemHash learns a binary vector representation of the input data using Restricted Boltzmann Machine (RBM) tuned autoencoders. The hashed binary vectors capture the semantic dependency of the input data in a lower-dimensional space. However, RBM is harder to train for achieving a generative power similar to that of a denoising...
2.2.2 Generative Adversarial Network and Adversarial Training. Generative Adversarial Network (GAN) has recently gained popularity due to its ability to generate realistic samples from the data distribution [12]. A prominent feature of GAN is its ability to “implicitly” match outputs of a deep network to a pre-defined distribution using the adversarial training procedure. In fact, adversarial training has been selected in several works as a regularization of the latent representation of the autoencoders [17, 24]. [17] report that adversarially-trained autoencoders efficiently learn the intrinsic manifold of the data, especially, structured data without overfitting and poor local minima convergence. Furthermore, in contrast to other generative models such as Variational Autoencoders [19], it is possible to learn an “optimal” hash function implicitly by adversarial regularization of the hash function with a “binary” distribution to guide the learning process without imposing any additional constraints \( H_k \)'s [7]. However, training adversarial autoencoders remains challenging and inefficient because of the alternating-optimization procedure (min-max game) between the generator and the discriminator. For example, [7] employs the original min-max GAN objective [12], which suffers from mode-collapse and vanishing gradient [1]. Moreover, in min-max optimization, the generator’s loss fluctuates during training instead of “descending”, making it extremely challenging to know when to stop the training process. Wasserstein GAN overcomes a few of these limitations (specifically, mode-collapse and vanishing gradient) [1]. However, it approximates the Wasserstein distance by employing the Kantorovich-Rubinstein dual, thus, resulting in a similar min-max game between the generator and the critic. [31] proposes Wasserstein Autoencoder but still employs the min-max game. We propose to directly approximate the Wasserstein distance instead of “descending”, making it extremely challenging to know when to stop the training process.

### 3. PROPOSED MODEL

#### 3.1 Problem Formulation

Given a query document \( c \), the similarity search problem is to find a set of \( K \) similar documents \( S(e) \) from a database \( X = \{x^{(1)}, x^{(2)}, \ldots, x^{(N)}\} \) of \( N \) documents such that, given \( sim(x, y) \) as a pre-defined similarity function that measures the similarity between two documents \( x \) and \( y \), we have \( sim(c, x) \leq sim(c, y) \) for all \( x \in S(e) \), \( y \in X \setminus S(e) \).

In hashing, the goal is to find a hash function \( f(x) \) whose output \( c \), called "hash code", is a low-dimensional, binary vector in \( \{0, 1\}^{|c|} \), where the notation \(|c|\) is the cardinality (or dimension) of \( c \), such that the relationship between \( x \) and \( y \), through \( sim(x, y) \), is preserved in \( \{0, 1\}^{|c|} \). Learning a discrete-output function \( f \) is intractable [35], thus we instead learn a continuous function \( b = f(x) \in \mathbb{R}^{|b|} \), from which \( c \) is obtained by thresholding \( b \). In the text domain, each data point \( x \) or \( y \) is a vector in a high-dimensional space \( \mathbb{R}^d \), such as the TF-IDF vector, or a sequence of one-hot vectors of the words representing the raw text document. \(|b|\) is typically small and takes a value between 16 to 128. The notations used in this paper are given in Table 2. In the following sections, we will discuss the components of the proposed method.

#### 3.2 Binary Autoencoder

Given a dataset \( X = \{x \sim D_X\} \), a binary autoencoder defines an encoding function \( f : x \rightarrow b \) that maps each data point \( x \) to a noise-invariant low-dimensional representations of the data leading to more robust hash functions [33].

To encourage the code layer to be “binary”, SemiHash regularizes the sigmoid units with deterministic Gaussian noise during training. This introduces additional hyper-parameters that increase the complexity of the learning process. Although, SemiHash and similar semantic models [36, 38] do not require additional hashing objective functions such as the quantization or bit-entropy loss (i.e., \( H_k \)'s), the sigmoid layer outputs more activation values near 0 than near 1 (because of the asymmetry between 0 and 1 of the RBM’s energy function). Thus, selection of a threshold value becomes heuristic and can be suboptimal. Our DABA training squashes activations the sigmoid layer outputs more activation values near 0 than near 1 to the discriminator.

#### 2.2.1 Representation Learning.

Recurrent neural network (RNN) provides a natural and conceptual way to capture the characteristics of sequential data [11]. RNNs have been successfully applied in several domains [25, 41]. In [20], the authors proposed a method to compress a sequence into its vector representation. Similar to RNN, Convolutional Neural Networks (CNN) are also proposed for learning an efficient representation that captures semantic and syntactic structures of text documents for various problems [39, 42]. To the best of our knowledge, there is no prior work in the text domain to simultaneously learn document representation and an efficient hash function by directly exploiting such structures from raw textual data.
into a point \( b \in \mathbb{R}^{[b]} \) in the coding space and a decoding function \( g : b \rightarrow \hat{x} \) that recovers \( x \) from \( b \). When the encoder’s output layer (i.e. the last layer) is sigmoid, thresholding the activations \( b \) (e.g. at 0.5) will return a binary code vector \( c \in \{0, 1\}^{[b]} \), which is considered as the discrete hash code of the input \( x \). Modeling the hash function as a structured, deep encoder, captures complex latent information of the input sequences. The function \( \phi \) at position \( \ell \) is the predicted softmax probability of word \( \hat{w}_{x, \ell} \) at position \( \ell \) in the reconstructed sequence \( \hat{x} \), defined as:

\[
p(\hat{w}_{x, \ell} = v) = \phi(\hat{h}_t, W_e[v])
\]

where \( \hat{h}_t \) is the hidden state representation of the LSTM decoder at time-step \( t \), \( W_e[v] \) is the embedding of word \( v \), and \( \phi(v_1, v_2) \) is the softmax function.

The CNN decoder (Figure 2b) consists of deconvolutional (convolutional transpose) layers to decode the hidden representation back to the original embedded input [42]. The probability that the predicted word at position \( \ell \) in the reconstructed sequence \( \hat{x} \), \( \hat{w}_{x, \ell} \), is \( v \) can be defined as follows:

\[
p(\hat{w}_{x, \ell} = v) = \frac{\exp(\tau^{-1}\cos(\hat{h}_t, W_e[v]))}{\sum_{v' \in V} \exp(\tau^{-1}\cos(\hat{h}_t, W_e[v']))}
\]

where \( \tau \) is the Gumbel-softmax parameter, \( V \) is the vocabulary, and \( \cos(,) \) is the cosine distance function. We use \( \tau = 0.01 \) in our experiments.

It is important to note that modeling the encoder/decoder with other network architectures such as Attention [32] is a straightforward extension to our paper. The objective function of the binary autoencoder described above can be written as the word-wise negative log-likelihood, averaged across all documents, as follows:

\[
L_A = E_x \left[ -\sum_{\ell=1}^{L} \log p(\hat{w}_{x, \ell} = w_{x, \ell}) \right]
\]

where \( w_{x, \ell} \) is the actual word at position \( \ell \) in the input document \( x \).

### 3.3 Denoising Binary Autoencoder

As discussed in Section 2, denoising autoencoders achieve generative power similar to that of RBM-based autoencoders which are arduous to train [2]. Moreover, the denoising component allows the autoencoder to robustly learn the hash function of corrupted data by utilizing the semantic relationship of uncorrupted words in the text. Therefore, we propose to extend the binary autoencoder, as defined in Section 3.2, with a denoising component.

Specifically, for each word-position in a document, we randomly remove the word with probability \( p_d \). \( p_d \) is, therefore, the fraction of the words of the input sequences that need to be removed. The input to the model is the corrupted input \( \tilde{x} \) and the model attempts to recover \( x \). Denoising autoencoders are also known to help in
learning a smooth, low-dimensional manifold of the data similar to that of RBMs [3]. We call this model Denoising BA (DBA).

### 3.4 Denoising Adversarial Binary Autoencoder

An autoencoder defines an encoding distribution \( q(b|x) \) and a decoding distribution \( p(x|b) \). Consequently, the encoding step imposes a posterior distribution on the coding space as follows:

\[
q(b) = \int x q(b|x) D_{x=x}(x) dx \tag{5}
\]

The posterior distribution is also synonymous to the hash’s output distribution. Therefore, if we force \( q(b) \) to “agree” with a binary-like distribution, such as a discrete “Bernoulli prior”, that has all desired characteristics of a good hashing function as discussed in Section 2, the adversarial training procedure will force the encoder function \( f(x) \) to generate binary codes with the same desired characteristics. Specifically, an input vector \( z \) is a sample from a Bernoulli distribution \( B_\theta(z) \) with a parameter \( \theta \) if each of its components \( z_i \) is independently drawn from the Univariate Bernoulli distribution with parameter \( \theta \). Given \( z \sim B_\theta(z) \), we regularize the posterior distribution \( q(b) \) to be similar to \( B_\theta(z) \). The adversarial binary autoencoder (ABA) is trained with dual objectives as follows:

\[
\min_{\Theta_E, \Theta_D} L_A + L_M \tag{6}
\]

where \( \Theta_E \) is encoder’s parameters, \( \Theta_D \) is the decoder’s parameters and

1. \( L_A \) is the reconstruction error from the encoding space \( b \) in the decoding step, defined in Section 3.2.
2. \( L_M \) is the regularization term. It is the divergence of the encoding posterior distribution \( q(b) \) and the Bernoulli-prior distribution \( B_\theta(z) \) where \( \theta \) is set to 0.5 (hereafter, we denote \( B_{0.5}(z) \) as \( B(z) \)).

An intuitive explanation of the regularization is that every component of \( b \) will learn to divide as optimal as possible the original space into two halves (thus its activation has about 50% chance of being closer to 1 or closer to 0 - a “bit balance” [35]), where the points in each half are more similar to those in the same half compared to those in the other half - “bit uncorrelation” [35].

We solve Equation (6) by playing a game between the generator and discriminator, equivalently minimizing the Jensen Shannon divergence [17]; in other words, the training objective is as follows:

\[
\min_{\Theta_E, \Theta_D} \left( L_A + \frac{\max}{\Theta_{Disc}} L_M \right) \tag{7}
\]

where \( \Theta_{Disc} \) is the parameters of the discriminator. The authors of [31] generalize this framework to Wasserstein distance, but it employs a similar min-max game. In this paper, we follow the primal direction of estimating the Wasserstein distance, thus, removing the min-max game. Specifically, in the primal domain, Wasserstein distance is defined as follows:

\[
W(q(b), B(z)) = \inf_{Y \in \Pi(q(b), B(z))} \int (b(z) - y) p(b(z) \mid y) db dz \tag{8}
\]

where \( \Pi(q(b), B(z)) \) is the set of all possible joint distributions of \( b \) and \( z \) whose marginals are \( q(b) \) and \( B(z) \), respectively, and \( d(b, z) \) is the cost of transporting one unit of mass from \( b \) to \( z \). This approach is equivalent to solving the optimal transport (OT) problem, whose objective is to find the optimal transport plan to move masses from the generated distribution \( q(b) \) to the true distribution \( B(z) \). Given two finite samples of \( N \) examples of \( b \) and \( N \) examples of \( z \), the empirical transport cost can be formulated as the following Linear Programming (LP) problem:

\[
\hat{W}(q(b), B(z)) = \min_M \sum_{i=1}^{N} \sum_{j=1}^{N} M_{i,j} d(b^{(i)}, z^{(j)}) = \min_M M \odot D \tag{9}
\]

where \( M \) is the assignment matrix, \( D \) is the cost matrix, \( D_{ij} = d(b^{(i)}, z^{(j)}) \) and \( \odot \) is the Hadamard product. The LP formulation has the following constraints:

\[
\begin{align}
\sum_{i=1}^{N} M_{i,j} &= 1, \forall j = 1,...,N \tag{10} \\
\sum_{j=1}^{N} M_{i,j} &= 1, \forall i = 1,...,N \tag{11} \\
M_{i,j} &\in \{0,1\}, \forall i = 1,...,N, \forall j = 1,...,N \tag{12}
\end{align}
\]

It is important to note that both \( M_{i,j} \) and \( d(b^{(i)}, z^{(j)}) \) are functions of \( \Theta_E \). The “distribution matching cost” \( L_M \) in Equation (6) is equivalent to \( W(q(b), B(z)) \). Given the optimal assignment matrix \( M^* \) that solves this LP problem and a learning rate \( \alpha \), we can update the parameters of the generator, \( \Theta_E \), as follows:

\[
\Theta_E^{new} = \Theta_E - \alpha \frac{\partial W^*(q(b), B(z))}{\partial \Theta_E} \tag{13}
\]

\[
\frac{\partial W^*(q(b), B(z))}{\partial \Theta_E} = \frac{\partial M^*}{\partial \Theta_E} \odot D + M^* \odot \frac{\partial D}{\partial \Theta_E} \tag{14}
\]

While \( M^* \) depends on \( \Theta_E \), it is known that a small perturbation of \( \Theta_E \) does not change the transport plan; that is \( \frac{\partial M^*}{\partial \Theta_E} = 0 \). Thus, we update the generator using only the second term in Equation (14), \( M^* \odot \frac{\partial D}{\partial \Theta_E} \), which is easy to compute given a differentiable distance function \( d(b, z) \). In our work, we use the Euclidean distance where \( d(b, z) = \|b - z\|_2 \).

Minimizing \( L_M \) drives the distribution \( q(b) \) closer to that of \( B(z) \). Intuitively, this is assigning each data point \( b \) to the closest sample \( z \) in the Euclidean space (given that \( d(b, z) \) is the Euclidean distance). Since the Bernoulli-data generating process samples each component \( z_k \) of \( z \) independently (hence, each bit is uncorrelated) from a Univariate Bernoulli distribution with probability 0.5 (hence, each bit has 0.5 probability of being 1), matching \( q(b) \) against the \( B(z) \) is exactly equivalent to maximizing bit-uncorrelation and bit-balance codes after the assignment. The assigned \( z \) of the vector \( b \) can also be viewed as its quantized vector \( c \). In other words, \( c \) is approximately the same as \( z \). Consequently, it minimizes the quantization error when L2-norm cost \( d(b, z) = \|b - z\|_2 \) is applied (because the quantization error is defined as \( \|b - c\|_2 \)).

The implicit distribution-matching process between \( b \) and \( z \) is illustrated in Figure 3. At the beginning of the training process, the distribution of \( b \)-neurons’ output (or activations) is a Gaussian (a result of uniform-random weights’ initializations). However, after
several training steps, the distribution of $b$'s activations become very similar to that of the sampled values of $z$ from $B(z)$.

Figure 3: Distribution of activations of $b$ after several training steps and distribution of values of $z$, sampled from $\text{Bernoulli}_2(0.5)$, of DABA created on the 20Newsgroup dataset.

**Algorithm 1: DABA Model Training**

**Input:** Training data $X$.
- Denoising parameter $p_d$.
- Binary code size $|b|$.
- Bernoulli sampling parameter $p$.
- Number of training iterations $K$.

**Output:** $\{\Theta_E\}$ parameters of the encoder for number of training iterations $K$ do

- Sample a minibatch of $m$ examples $\{x^{(1)}, \ldots, x^{(m)}\}$.
- Randomly drop elements of $x^{(i)}$ with probability $p_d$ to $\tilde{x}^{(i)}$.
- Sample $m$ vectors $\{z^{(1)}, \ldots, z^{(m)}\}$ where $z^{(i)} \sim B_p(z)$.
- Update the autoencoder parameters, $\Theta_E$ and $\Theta_D$, by minimizing $L_A$ in Eq. (4).
- Solve the LP problem given in Eq. (9) to find $M^*$.
- Update the encoder parameters $\Theta_E$ using the update rule described in Eqs. (13) and (14).

end

We call this model as Denoising Adversarial BA (DABA). The overall architecture of our DABA-RNN and DABA-CNN models is shown in Figure 2. The adversarial training algorithm is described in Algorithm 1. For training our model, we adopt the standard minibatch stochastic gradient descent procedure, using Adam optimizer [18] with $p = 0.5$.

Figure 4 depicts the distribution of the activations ($b$) of encoder’s output layer on the 20NewsGroups dataset for Semantic Hashing and DABA with TF-IDF input [27] and multi-layer perceptrons (MLP) as encoder/decoder (called DABA-MLP with similar network architecture as that of Semantic Hashing). In both methods, we observe that the activations squashed out to the borders near 0 and 1. DABA (shown in Figure 4(a)), however, learns to output activations that are more equally squashed out than those of Semantic Hashing (shown in Figures 4(b)). This allows us to simply pick 0.5 as a threshold for binarizing the activations, as compared to a heuristic suggestion of 0.1 for Semantic Hashing [26].

4 EXPERIMENTAL RESULTS

4.1 Datasets Used

We utilize the following datasets in the performance evaluation of the proposed DABA model.
- **20NewsGroups**: A collection of 18,821 newsgroup documents categorized uniformly into 20 different newsgroups. The data is split into 90% of the documents that serve as the database and 10% of the documents for querying.
- **Reuters**: A collection of 12,902 Newswire stories provided by Reuters, Ltd. and organized into 135 categories. We randomly split 90% of the documents as the database and the remaining 10% of the documents for querying.
- **DBpedia**: A collection of 630,000 documents classified into 14 non-overlapping ontology classes. The data is split into 560,000 training documents that serve as the database and 70,000 testing documents for querying.

4.2 Evaluation Procedure

For evaluating the performance of the proposed model, we follow the standard mechanism that is widely accepted in the context of the ranking problem - the precision metric at various threshold values $m$ ($P@m$):

$$
\text{precision}@m = \frac{\text{retrieved, relevant documents}}{\text{retrieved documents}}
$$

(15)

where the threshold $m$ is the number of top ranked candidate documents, based on their Hamming distances to the query document, obtained by the algorithms for the retrieval task. For the experiments, we set $m$ to be 10, 50, and 100.

In addition to this, we calculate the limited areas under the Precision-Recall curves (equivalent to limited mean average precision – or MAP) up to a certain threshold $m$, called $\text{MAP}@m$ for different methods [28]. In our experiments, we report $\text{MAP}@1000$.

4.3 Comparison Methods

We compare the performance of the proposed model with various representative similarity-search methods.
- **Locality Sensitive Hashing (LSH)** [21]: the popular data-independent, shallow hashing method using random projection.

Table 3: Performance comparison of different methods using standard metrics (precision at various threshold values $m$ and mean average precision) for the document retrieval task on various text datasets.

<table>
<thead>
<tr>
<th></th>
<th>20Newsgroup</th>
<th></th>
<th></th>
<th>Reuters</th>
<th></th>
<th></th>
<th>DBpedia</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P@10</td>
<td>P@50</td>
<td>P@100</td>
<td>MAP</td>
<td>P@10</td>
<td>P@50</td>
<td>P@100</td>
<td>MAP</td>
<td>P@10</td>
<td>P@50</td>
</tr>
<tr>
<td>LSH</td>
<td>0.456</td>
<td>0.388</td>
<td>0.301</td>
<td>0.259</td>
<td>0.455</td>
<td>0.429</td>
<td>0.386</td>
<td>0.389</td>
<td>0.507</td>
<td>0.485</td>
</tr>
<tr>
<td>SpecHash</td>
<td>0.511</td>
<td>0.448</td>
<td>0.382</td>
<td>0.307</td>
<td>0.782</td>
<td>0.719</td>
<td>0.615</td>
<td>0.429</td>
<td>0.519</td>
<td>0.455</td>
</tr>
<tr>
<td>SphHash</td>
<td>0.512</td>
<td>0.455</td>
<td>0.385</td>
<td>0.316</td>
<td>0.752</td>
<td>0.710</td>
<td>0.664</td>
<td>0.421</td>
<td>0.463</td>
<td>0.427</td>
</tr>
<tr>
<td>ITQ</td>
<td>0.524</td>
<td>0.457</td>
<td>0.384</td>
<td>0.320</td>
<td>0.799</td>
<td>0.731</td>
<td>0.667</td>
<td>0.430</td>
<td>0.516</td>
<td>0.457</td>
</tr>
<tr>
<td>SemHash</td>
<td>0.520</td>
<td>0.435</td>
<td>0.390</td>
<td>0.322</td>
<td>0.780</td>
<td>0.703</td>
<td>0.650</td>
<td>0.462</td>
<td>0.553</td>
<td>0.503</td>
</tr>
<tr>
<td>STH</td>
<td>0.523</td>
<td>0.501</td>
<td>0.565</td>
<td>0.328</td>
<td>0.817</td>
<td>0.798</td>
<td>0.755</td>
<td>0.476</td>
<td>0.568</td>
<td>0.506</td>
</tr>
<tr>
<td>VDSH</td>
<td>0.552</td>
<td>0.550</td>
<td>0.431</td>
<td>0.339</td>
<td>0.839</td>
<td>0.815</td>
<td>0.775</td>
<td>0.495</td>
<td>0.634</td>
<td>0.531</td>
</tr>
<tr>
<td>NASH</td>
<td>0.579</td>
<td>0.544</td>
<td>0.539</td>
<td>0.349</td>
<td><strong>0.867</strong></td>
<td>0.840</td>
<td>0.799</td>
<td>0.501</td>
<td>0.610</td>
<td>0.557</td>
</tr>
<tr>
<td>DBA</td>
<td>0.491</td>
<td>0.511</td>
<td>0.562</td>
<td>0.301</td>
<td>0.810</td>
<td>0.788</td>
<td>0.679</td>
<td>0.471</td>
<td>0.596</td>
<td>0.526</td>
</tr>
<tr>
<td>DABA-MLP</td>
<td>0.559</td>
<td>0.542</td>
<td>0.565</td>
<td>0.339</td>
<td>0.836</td>
<td>0.831</td>
<td>0.772</td>
<td>0.497</td>
<td>0.629</td>
<td>0.541</td>
</tr>
<tr>
<td>DABA-RNN</td>
<td>0.628</td>
<td>0.579</td>
<td>0.565</td>
<td><strong>0.366</strong></td>
<td>0.859</td>
<td>0.833</td>
<td><strong>0.830</strong></td>
<td><strong>0.520</strong></td>
<td>0.641</td>
<td>0.576</td>
</tr>
<tr>
<td>DABA-CNN</td>
<td><strong>0.639</strong></td>
<td><strong>0.612</strong></td>
<td><strong>0.590</strong></td>
<td>0.341</td>
<td><strong>0.860</strong></td>
<td><strong>0.861</strong></td>
<td><strong>0.820</strong></td>
<td>0.509</td>
<td><strong>0.655</strong></td>
<td><strong>0.598</strong></td>
</tr>
</tbody>
</table>

- **Spectral Hashing (SpecHash)** [37]: an unsupervised shallow hashing method whose goals are to preserve locality and find balanced, uncorrelated hashes by solving the Eigenvector problem.
- **Spherical Hashing (SphHash)** [14]: a hypersphere-based space-partitioning shallow hashing method.
- **Iterative Quantization (ITQ)** [10]: the state-of-the-art shallow hashing method that alternately minimizes the quantization error to achieve better hash codes.
- **Semantic Hashing (SemHash)** [26]: the widely-used unsupervised deep hashing method where the hash function is modeled as a deep generative model using Restricted Boltzmann Machine.
- **Self-taught Hashing (STH)** [38]: an extension of SemHash that also learns a hash function on unseen data.
- **Variational Deep Semantic Hashing (VDSH)** [5]: the deep hashing method that learns the hash function through a generative model using variational Autoencoders (VAE) with TF-IDF input.
- **Neural Architecture for Semantic Hashing (NASH)** [29]: the state-of-the-art deep hashing method that, similar to VDSH, learns the optimal hashing using VAE whose input are TF-IDF vectors. NASH models the hashing codes as a Bernoulli latent-variable.
- **Denoising Binary Autoencoder (DBA)**: the binary autoencoder as defined in Section 3.2, with denoising input.
- **Denoising Adversarial Binary Autoencoder (DABA-MLP)**: our proposed adversarially regularized autoencoder (described in Section 3.4) with multi-layer perceptrons as encoder/decoder whose input are the TF-IDF vectors of the documents.
- **DABA with RNN encoder/decoder (DABA-RNN)**: our proposed DABA model (in Section 3.4) with RNN encoder and RNN decoder.
- **DABA with CNN encoder/decoder (DABA-CNN)**: our proposed DABA model (in Section 3.4) with a Convolutional encoder and Deconvolutional decoder.

First, we pre-process the data by removing common stop words. Then, we transform each document into its TF-IDF [27] vector representations with 2,000 components for 20Newsgroup and Reuters and 5,000 components for DBpedia. For DABA-CNN and DABA-RNN, we learn the hash functions directly from the sequential text data.

We run the experiments of LSH using random projection on TF-IDF input. For SemHash and STH, we employ the network sizes similar to the ones used in the original papers [26, 38] for both the 20Newsgroup and Reuters datasets and two layers of 1,000 $\rightarrow$ 500 units for DBpedia. We use similar network sizes for DABA-MLP. For 20Newsgroup and Reuters, VDSH’s networks use 1,000 hidden nodes (as suggested in [5]), while NASH’s networks have two layers of 500 $\rightarrow$ 500 units (as suggested in [29]); for DBpedia, 1,500 hidden nodes for VDSH and two layers of 1,000 $\rightarrow$ 500 units for NASH. For DABA-RNN, we use an embedding size of 200 for 20Newsgroup and Reuters and 300 for DBpedia. For all DABA methods, the discriminator $D$ is a MLP with two layers of 500 $\rightarrow$ 500 hidden units. To choose the denoising parameter $p_d$, we perform a grid search with $p_d$ ranging from 0 to 0.5. For all these methods, we report the average MAP@1000 (shown as MAP) and Precision@k by repeating the experiments three times in order to ensure statistically meaningful results.

We implemented our proposed methods using Tensorflow$^3$. In our experiments, we employ the learning rate of 0.001 for 20Newsgroup and Reuters datasets; 0.01 for the DBpedia dataset. We use a dropout rate of 0.2 and 0.5 for the small and large datasets, respectively. We also apply batch normalization [15] for our DABA-CNN method. Given N examples, the best method of solving the OT’s LP program has a cost of approximately $O(N^{2.5} \log(ND))$, where $D = \max_i \min_j d(b(i), z(j))$ and the distances $d(b(i), z(j))$ are scaled up to be integers [4]. While this is computationally expensive for large $N$, the cost is less than 100ms (where $N$ is less than 2048) in a conventional CPU$^4$. Therefore, it is entirely possible to implement this LP program in a mini-batch SGD training. In our experiments, we operate on a large mini-batch size of 500 examples in training.

---

$^3$https://www.tensorflow.org/
$^4$https://github.com/gatagat/lap
DABA. This reduces the variance of the empirical primal Wasserstein estimate, while making the training process very efficient. The code of our proposed method is released on Github 5.

4.4 Results

4.4.1 Retrieval Performance. In this experiment, we measure the performance of the compared methods on the document retrieval task. Table 3 shows the average precision values at various retrieval thresholds \( m \) and the average MAP. Improvements of our models over the compared methods are statistically significant according to the corresponding paired t-tests (p-value < 0.01). As expected, shallow-hash functions have worse performance than other deep hashing methods. SemiHash and DBA have comparable performance across the metric, which supports our discussion/claims in Section 3.3 that denoising autoencoders achieve a similar result as that of RBM-based autoencoders. However, RBM-based autoencoders are harder to train.

While there are mixed results when comparing the performance of the existing shallow hashing methods and the compared deep models, it is clearly observed that the proposed DABA-MLP significantly improves the retrieval quality compared to all these methods, including DBA – the DABA-MLP version that is not adversarially regularized. This supports our discussion/claims in Section 2 that adversarial training, besides generating better hash codes, helps the network learn a better semantic manifold of the data than that of a similar network but without adversarial regularization (this statement will again be supported by the qualitative experiments about the learned manifold of the data in Section 4.4.2). Finally, from Table 3, it is clearly noticed that DABA-RNN and DABA-CNN significantly outperform all other methods for most of the retrieval metrics. Also, DABA-CNN achieves better results compared to DABA-RNN, albeit comparable. We conjecture that the superior performance of all DABA methods is due to the following reasons: (1) the hash functions learned by DABA better preserve the semantic manifold of the documents (DABA-MLP performs better than DBA and SemiHash/STH), (2) exploiting the semantic and syntactic structures of text documents (one of the main contributions of this paper) results in better retrieval quality (DABA-RNN/CNN perform better than DABA-MLP) and (3) the learned hash functions generate better hash codes (DABA-MLP performs better than all other shallow and deep models).

4.4.2 Hashing Space Manifold. In this experiment, we plot the embedding of the documents in the binary address space using the 2-D t-SNE projection [23], of the learned binary codes of various methods. In Figure 5 (created using the 20NewsGroups dataset) the documents belonging to the same topic are represented using the same color. As observed in this figure, in the DABA-RNN/CNN results, more documents belonging to the same topics are clustered together (while the clusters are more distant from each other) compared to the selected shallow and deep methods. Most “Religion/Christian” documents (purple) or “Sport/Baseball” documents (green), for example, are better separated from the rest of the documents. This demonstrates the effectiveness of the proposed method in preserving the semantic manifold of the documents in the coding space.

4.4.3 Analysis with Missing Data. In this experiment, we evaluate the performance, specifically Precision@100, of various selected methods against our proposed models when the data contains missing values. In the 20NewsGroups dataset, for each document, we randomly remove a predefined fraction of the words ranging from 0% to 100% in the query documents. We investigate the performance of our methods, DABA-CNN and DABA-RNN, when the denoising components are removed, resulting in ABA-CNN and ABA-RNN, respectively. This allows us to carry out an ablation study to understand the contribution of the proposed denoising component with regards to learning robust hash functions.

![Figure 5: Two-dimensional t-SNE manifold visualization of the coding space (values of b) for five randomly selected topics, namely, Computer/Windows (5, Red), For Sale (6, Yellow-Green), Sport/Baseball (9, Green), Science/Cryptology (11, Blue), and Religion/Christian (15, Purple).](image)

Figure 6 shows the performance of the methods at various percentages of missing data for different bit sizes on the 20Newsgroup dataset. The compared models, including ABA-CNN and ABA-RNN, have steeper performance decline than those of DABA-CNN and DABA-RNN when the missing data rate increases. DABA-CNN and DABA-RNN are more robust than the other methods in the presence of missing data. Note that all methods converge to the same performance, that is of the random guess, when the missing data rate is approaching 100%. The results demonstrate the robustness of employing the denoising component within our hashing framework toward missing data, a realistic scenario when deploying the similarity search system in a real-world environment.

---

5  https://github.com/khoadoan/daba-hashing
Figure 6: Precision@100 of various methods including DABA-CNN and DABA-RNN for various bit sizes on the 20Newsgroup dataset. ABA-RNN and ABA-CNN are our proposed methods without the denoising component.

Figure 7: Performance results (MAP) when varying the size of the learned binary codes on 20Newsgroup and DBpedia.

Figure 8: Convergence behavior of our proposed loss functions during the training process of 20Newsgroup. DABA is trained using the empirical OT loss without the min-max game. The min-max autoencoder is trained using the Wasserstein Kantorovich-Rubinstein dual. In this game, the loss has poor fluctuation, thus it is difficult to know when to stop training.

4.4.4 Parameter Sensitivity. In this experiment, we study the relationship between the embedding size $B$ of the binary code $b$ and the retrieval performance. Figure 7 illustrates the MAP performance of DABA-CNN as the value of $B$ is varied from 4 to 128. We observe that the retrieval performance quickly increases during the initial phase (when using smaller codes), following which it reaches the optimal value. Increasing the code sizes after that optimal code size results in neither performance gain nor any significant performance loss. This suggests that if we train DABA networks with a sufficiently large code size $B$, we are guaranteed to obtain a near-optimal performance. This experiment illustrates that the performance of the proposed DABA model is not sensitive to the learned code size parameter.

4.4.5 Stability during training. One of the subtleties of training a min-max adversarial network is to decide the stopping criterion for the training process, that is “when does the model reach the equilibrium?”. Figure 8 illustrates the generator’s loss, $L_M$, for Wasserstein-Autoencoder [31] and DABA in the 20Newsgroup training. We observe that the loss fluctuates in the min-max game during training, while our proposed OT loss gradually descends. This displays the training efficiency of our proposed training algorithm. This effectively suggests that we can utilize the criteria to detect convergence such as early stopping to automatically train DABA, making it suitable for real-world hashing problems.

5 CONCLUSION

We proposed a novel and efficient denoising adversarial binary autoencoder for the text hashing problem. To achieve this, we developed a new and effective mechanism to constrain the network’s hidden layer and force them to become binary by regularizing the hash-function learning process with an adversarial network with a discrete distribution prior and corrupted input that the denoising autoencoder must reconstruct. Employing the OT formulation, we train our proposed model without the min-max game and significantly stabilize the training process of the adversarial autoencoder. We demonstrate that the proposed model using RNN or CNN encoder/decoder, that effectively exploits the semantic and syntactic dependencies of text documents, outperforms other existing state-of-the-art semantic-similarity search methods.
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