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Abstract The number of no-shows has a significant impact
on the revenue, cost and resource utilization for almost all
healthcare systems. In this study we develop a hybrid
probabilistic model based on logistic regression and
empirical Bayesian inference to predict the probability of
no-shows in real time using both general patient social and
demographic information and individual clinical appoint-
ments attendance records. The model also considers the
effect of appointment date and clinic type. The effective-
ness of the proposed approach is validated based on a
patient dataset from a VA medical center. Such an accurate
prediction model can be used to enable a precise selective
overbooking strategy to reduce the negative effect of no-
shows and to fill appointment slots while maintaining short
wait times.

Keywords Logistic regression - Beta distribution - Bayesian
inference - Healthcare - Scheduling

A. Alaeddini (P<) - K. Yang

Department of Industrial & Systems Engineering,
Wayne State University,

Detroit, MI 48202, USA

e-mail: adel.alaeddini@gmail.com

K. Yang
e-mail: ac4505@wayne.edu

C. Reddy

Department of Computer Science, Wayne State University,
Detroit, MI 48202, USA

e-mail: reddy@cs.wayne.edu

S. Yu

John D Dingell VA Medical Center,
Detroit, MI 48201, USA

e-mail: Susan.Yu@va.gov

@ Springer

1 Introduction

Scheduled but unattended appointment slots (no shows)
cause significant disturbance on the smooth operation of
almost all scheduling systems [3, 28]. In this paper, we
consider the problem of effective scheduling by predicting
no-shows accurately from the past data available. Specifi-
cally, we apply our model to healthcare data collected from
medical centers. Medical healthcare centers can incur losses
of hundreds of thousands of dollars yearly because of these
no-shows.

No-show rates at medical centers can vary from as little
as 3% to as much as 80% depending on the type of center
and demographic information of the patients of the medical
center [28, 30, 31]. According to Barron [1], eight studies at
inner-city clinics, community health centers, and university
medical centers indicate no-show rates of 10-30% while
the estimated no-show rates for private practice are 2—15%.
A recent study conducted at the national level [22]
indicated that over 21% of all appointments made in health
care systems may result in a no show.

While the reasons for these no-shows might vary from
previous experience to personal behaviors, several practi-
tioners and researchers have often neglected this important
aspect of the scheduling problem. High rates of no-shows
not only cause inconvenience to the hospital management
but also have a significant impact on the revenue, cost and
resource utilization for almost all healthcare systems.
Hence, accurate prediction of no-show probability is a
cornerstone for any scheduling systems and non-attendance
reduction strategy [8, 10, 22, 23, 28].

In this paper, we develop a hybrid probabilistic model
based on logistic regression and empirical Bayesian
inference to predict the probability of no-shows in real-
time. Our model uses both the general social and
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demographic information of the individuals and their
clinical appointment attendance records, as well as other
variables such as the effect of appointment date and clinic
type. Some of the critical factors that affect no-show rates
will be investigated and modeled into the scheduling
process: these factors include age, gender, race, population
sector, and factors related to the previous appointment
experience of the person such as number of previous
appointments, their types and lead times. We will also
consider the effect of personal behaviors such as previous
appointment-keeping patterns in predicting no-shows, and
build an empirical Bayesian paradigm for modeling this
behavior.

Our robust and accurate scheduling system, including a
hybrid prediction model, can be used to enable a precise
selective overbooking strategy to reduce the negative effect
of no-shows and to fill appointment slots while maintaining
short wait times. The result of the proposed method can be
used to develop more effective appointment scheduling [9,
16, 18, 19, 27]. It can be used for developing effective
strategies such as selective overbooking for reducing the
negative effect of no-shows and filling appointment slots
while maintaining short wait times [25, 29, 34].

The rest of the paper is organized as follows: Section 2
summarizes related work in the literature. Section 3
describes relevant background for our algorithm. Section 4
discusses our proposed model for predicting no-show
probabilities and also explains the optimization procedure
used to improve the model predictions. Section 5 presents
the results from applying the proposed model on a medical
healthcare center appointment system. Finally, Section 6
concludes our work and presents some future extensions of
the proposed model.

2 Relevant background

There are wide varieties of techniques that can be used for
no-show probability estimation. Here, we will briefly
discuss some of the related factors and quantitative methods
studied in this domain.

2.1 Factors affecting no-shows

Several studies have discussed the effect of patients’
personal information, such as age, gender, nationality, and
population sector, on no-show probability [2, 16]. Some
researchers have also investigated the relationship between
no-show probability and factors related to the previous
appointment experience of the person, such as the number
of previous appointments, appointment lead times, wait
times, appointment type, and service quality [2, 11, 13, 15,
17, 26]. A few studies also considered the effect of personal

issues such as oversleeping or forgetting, health status,
presence of a sick child or relative, and lack of transpor-
tation on missing appointments [6, 7]. We will consider
many of these factors in our proposed model and also study
the effect of personal behavior such as previous
appointment-keeping pattern [12] in predicting no-shows.

2.2 Population-based models

Population-based techniques use a variety of methods
drawn from statistics and machine learning, which can be
used for predicting no-shows [12]. These methods use
information from a whole population (dataset), in the form
of set factors, to estimate the probability of a patient
showing up for a scheduled appointment. Logistic regres-
sion is one of the most popular statistical methods in this
category that is used for binomial regression, which can
predict the probability of no-show by fitting numerical or
categorical predictor variables in data to a logit function
[21]. There has been some work using Tree- and rule-based
models, which create if-then constructs to separate the data
into increasingly homogeneous subsets, based on which the
desired predictions of no-show can be found [16].

The problem with these population-based methods is
that, although they provide a good initial estimate, because
they do not differentiate between the behaviors of individ-
ual persons, they cannot update effectively, especially when
a small dataset is used. Another problem with these
methods is that once the model has been built, adding
new data has very small effect on the result, especially if
the size of initial dataset is much larger than the size of the
new data. In Section 5, we will compare the performance of
the above methods with the proposed method.

2.3 Individual-based models

Individual-based approaches are primarily time series and
smoothing methods that are used for no-show rate
prediction. These methods utilize past behaviors of indi-
viduals for estimating future no-show probability. Time
series methods forecast future events such as no-shows
based on past events by using stochastic models. There are
different types of time series models, but the most common
three classes are autoregressive (AR) models, integrated (I)
models, and moving average (MA) models. These three
classes depend linearly on previous data [5]. Combinations
of these ideas produce autoregressive moving average
(ARMA) and autoregressive integrated moving average
(ARIMA) models. The autoregressive fractionally integrat-
ed moving average (ARFIMA) model generalizes the
former three. There are also model-free analyses such as
wavelet transforms-based methods, which are not consid-
ered in this study [5].
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Smoothing is an approximating function that attempts to
capture important patterns in the data, while leaving out
noise or other fine-scale structures/rapid phenomena. Many
different algorithms are used in smoothing. Two of the most
common algorithms are the moving average and local
regression [32].

Bayesian inference is a method of statistical inference in
which some kind of evidence or observations are used to
update a previously-calculated probability such as improv-
ing the initial estimate of no-show probability [4]. To use
Bayes’ theorem, we need a prior distribution g(p) that
provides our initial prediction about the possible values of
the parameter p before incorporating the data. The posterior
distribution is proportional to prior distribution times
likelihood f{y|p):

g(ply) o< g(p) x f(vlp) (1)

If the prior is continuous the posterior distribution can be
calculated as:

g(p) xfUlp)
Jo &p) x f (lp)dp

glply) = (2)

While individual-based methods are very fast and
effective in modeling the behavioral (no-show) pattern of
each individual, and work well with a small dataset, they do
not use the information of the rest of the population, so they
do not provide a reliable initial estimate of no-show
probability, which is especially important in small datasets.
In Section 5, we will compare the performance of the above
methods with the proposed method.

As described above, each of the population-based and
individual-based approaches has some advantages and
disadvantages. However, no studies have employed these
methods together to overcome their individual problems
and improve their performance. In the next section, we
develop a hybrid approach that combines logistic regression
as a population-based approach along with Bayesian
inference as an individual-based approach for our no-
show prediction model. We will also compare the perfor-
mance of the proposed approach with the representative
algorithms from each of the population-based and
individual-based approaches.

3 Preliminaries

In this section, we introduce important background related
to the proposed algorithm. We describe the notations used
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in this paper and explain some basics of logistic regression
and beta distribution, which are the core components of our
algorithm. We also give more details about the Bayesian
updating of the beta distribution, which is a vital compo-
nent of modeling an individual’s behavior.

3.1 Notation used

Dgr Database of each individual’s personal
information

Dyr Database of appointment information and
attendance records of each person

F(X.,B) Logistic regression model

B Vector of logistic regression parameters
(B=150,B1---5:])

X Factors affecting no-show probability of
patient i (independent variables in the
logistic regression model),

(X; € Dor v Dyr, X = [xjo, X1, %] )

Y; Person i show/no-show record for
appointment j, ¥;; = (0,1)

pio(l; = 1|X;)  Prior probability of no-show

(a,fos,ﬁf;m) Beta distribution posterior parameters

pModel Posterior probability of no-show

peme Empirical probability of no-show

n; Total number of appointments for person i

w; Weight for appointment j

T Threshold for convergence of the objective

D Improvement in the objective function

LG Logistic regression model

3.2 Logistic regression

Logistic regression is a generalized linear model used for
binomial regression, which predicts the probability of
occurrence of an event by fitting numerical or categorical
predictor variables in data to a logit function [24]:

Logit(p) = log(p/1 —p) 3)

where 0 < p < 1 and (p/1 — p) is the corresponding odds.
The logistic function can be written as:

1
p= 1+ e~ (Bot+Bixi+...+Bpxe) (4)

where p represents the probability of a particular outcome,
given that set of explanatory variables and unknown
regression coefficients B, (0 <j < k) can be estimated
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457 Cluster 0 Table 2 Attendance record of a sample patient
4r Slister 2
35¢ — Cluster3 Appointment No.  Appointment date  Clinic cluster =~ No-show
3 L
. 257 1 10/13/2009 1 0
s o2 2 10/29/2009 1 1
! 3 11/10/2009 0 0
05L& 4 11/17/2009 1 1
0 5 12/2/2009 2 1
-1 -0.5 0 0.5 1 1.5
X 6 12/8/2009 1 0
Clinic Cluster 0 1 1 3 7 12/9/2009 P 0
‘l,[ 0 0.2197 0.4874 0.9595
8 12/23/2009 1 0
[} 0.2843 0.0890 0.0904 0.1300
9 12/23/2009 1 1
Fig. 1 The result of clustering the clinics based on their no-show 10 12/29/2009 1 0
probabilities 11 12/31/2009 0 1

using maximum likelihood (MLE) methods common to all
generalized linear models [21].

3.3 Beta distribution and Bayesian update

Beta distribution: Beta(a, () represents a family of
common continuous distributions defined on the interval
[0,1] parameterized by two positive shape parameters,
typically denoted by « and [ with probability density
function:

r(a +ﬂ) a—1

f(X;anB) = F(a)F(,B)x (1 _x)IB71

(5)

where T is the gamma function, and T'(o + 8)/ T'()T'(B) is
a normalization constant to ensure that the total proba-
bility integrates to unity [14]. The beta distribution is the
conjugate prior of the binomial distribution. From the
Bayesian statistics viewpoint, a Beta distribution can be
seen as the posterior distribution of the parameter p of a
binomial distribution after observing o—1 independent events

Table 1 Data structure and optimal value of the weighting factors

with probability p and -1 with probability 1-p, if there is
no other information regarding the distribution of p [4].

3.4 Bayesian update of Binomial distribution

In Bayesian statistics, a Beta distribution [4] is a common
choice for updating a prior estimate of the Binomial
distribution parameter p because:

1. A Beta distribution is the conjugate prior of a Binomial
distribution (See Section 3.3).

2. Unlike a Binomial distribution, a Beta distribution is a
continuous distribution, which is much easier to work
with in terms of inference and updating.

3. A Beta distribution has two parameters, which allows it
to take different shapes, making it suitable for repre-
senting different types of priors.

If Beta(c,3) is used as a prior, based on the conjugacy
property of Beta distribution, the posterior would be a new
Beta posterior with parameters o' = a +y and B = B+
n—y. In other words, Beta distribution can be updated

Analysis Validation set Appointment recency Preceding non- Clinic cluster
workday
<1 week. <l month <3 months 6<months >6 months Not-before Before Very Not
holiday holiday important important
Appointment 1 1 1 1 0.95 0.9 1 0.92 1 1 0.9 0.75
time base 2 1 0.96 0.91 0.88 0.81 1 1 1 091 084 062
3 1 1 1 0.70 0.84 1 1 1 0.89 0.88 0.71
Patient base 1 1 1 0.72 0.72 0.62 1 1 1 095 0.79  0.51
2 1 1 0.62 0.68 0.55 1 0.95 1 1 0.81  0.63
3 1 0.97 0.71 0.66 0.51 1 0.98 1 1 0.89  0.58
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simply by adding the number of successes y to « and the
number of failures n — y to [3:

glply) ~
glply) =

Beta(a+y x+n—y)
(n+a+p)

—o— n—y+p-1 (6
Gt (=P :

As discussed earlier, individual-based approaches like
empirical Bayesian inference will not be able to provide an
initial estimate of the prior distribution. Hence, before
applying the Bayesian update, the parameters of the prior
distribution should be initialized.

Bolstad [4] suggests choosing parameters that match the
belief about the location (mean) and scale (standard

deviation) of the original distribution. Hence, if an initial
guess of parameter p is available, which in our study can be
obtained from population-based approaches such as logistic
regression, Beta distribution prior parameters can be
computed by solving the following system of equations
for v and S.

Pi=355
pil=p)) _  [pi(1=pi) (7)

n a+p+1

The point estimate of the posterior parameter p of the
binomial distribution would be the mean of Beta distribu-
tion _% of the updated Beta distribution.

Algorithm 1: No-show Prediction Algorithm

(x,.7,)
Input: Input data * Y~ ¥, Threshold parameter T
A~ Model
Output: Estimated no-show probability , Beta distribution
pos pos
posterior parameters Yy U Logistic regression estimated
parameters B
Procedure:
7 /*Logistic regression*/
2 B < Calculate MLE of(3.2) parameter
5 pylv=11x,)<F(x,.B
4

p 01( i 1 | X )
5 /*Weight optimization*/

S
6 HEmP o j=1""

Pi m—1I+1

pri prl)
( ' ’ﬁi Solve system of equation (7) with

7 Until equation (8) improvement D <T a0

I set a value for appointments weights
9 /*Bayesian update*/

10
o
weW
po:<_ﬂprl+n _zl/l(H j
kew
A~ Model a’lp "
" pos %
ij ij
12 p(_zll( Model AEmp )/}’l
n 2 lodel A Lmj 2 n A Mode: A Lmp ?
13 > (B =) {(Z,»:](P,M “ e )i }
S, «
n—l1
P
1, <
14 0 S,,/\/;
A~ Model
5 Return
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Table 3 Fitted logistic regression model for the sample patient

Sex DOB Marriage status ~ Medical service coverage Zip code  Clinic cluster Recency preceding non-workday  Constant
71.691 —0.8600 6.51E-05 —0.13596 0.018 0.0015 0.482 0 3.0410
4 The proposed algorithm ity of no show p"°%’ is calculated (lines 10 and 11). Again,

Algorithm 1 illustrates the proposed approach, which can be
categorized in three stages:

1. Initial no-show probability estimation
2. Bayesian update of the no-show estimate
3. Weight optimization

In the first stage, based on the dataset of individuals’
personal information (Dg,) (such as gender, marital status,
etc.) and their sequence of appointment information (e.g.
previous attendance records (Dygr)), a logistic regression
model F (X,j E’) is formulated (/ine 2). Then, using logistic
regression, an initial estimate of no-show probability is
calculated, given by py(Y; = 1]X;). As discussed in
Section 2, Logistic regression bundles the information of
the complete population together and finds a reliable initial
estimate of no-show (py,).

In the second stage, which is interlaced with the third
stage, the initial estimate is used in a Bayesian update
procedure to find the posterior no-show probability for each
person. For this purpose, py; is transformed into prior
parameters of a Beta distribution (o', ") as shown in
line 4. Next, using the attendance record of each person (Y})
the posterior parameters (e, B°") and posterior probabil-

Table 4 Bayesian update of beta distribution parameters

as discussed in Section 2, the reason the Bayesian update
procedure is applied to the output of the logistic regression is
that showing up behavior of individual patients is typically
not captured well by logistic regression. Additionally,
updating regression parameters based on new data records
is both more difficult and also only marginally effective
(especially when the model is already constructed on a huge
dataset) in comparison to Bayesian update. The reason is due
to the use of empirical conjugate Bayesian models, which
are easier to compute than classical regression because one
would only need to keep track of the parameters dynamically
based on new information rather than running the whole
regression again.

In the third stage, appointments are weighted based on a
subset of factors W = [wy,...,w,] (line 8) to increase the
model performance in estimating the Empirical probability
of no-show. An optimization procedure is used for finding
the optimal value of the weights. The objective function of
the model is to minimize the difference between the
empirical and estimated probability of no-show:

Ma‘xp - Valuepaired t—test = p(tO < 7t%.n71> +P<10 > t%.,,,1>
S.T: (8)
Wi, ..., We € (0,1)

Appointment  Appointment  clinic Weight No- Weighted « 16} Estimated
No. date category show  no-show P

preceding non- Recency Clinic

workday cluster

0.3453  0.6547  0.345

12 1/25/2010 0 1 0.9 1 1 035 0.695 0.655 0.515
13 1/26/2010 1 1 0.9 0.9 0 0 0.695  1.655 0.296
14 2/2/2010 0 1 0.9 1 0 0 0.695  2.655 0.208
15 2/4/2010 2 1 0.9 0.75 0 0 0.695  3.655 0.160
16 2/6/2010 2 1 0.9 0.75 0 0 0.695  4.655 0.130
17 2/17/2010 0 1 0.9 1 0 0 0.695  5.655 0.109
18 2/18/2010 1 1 0.9 0.9 0 0 0.695  6.655 0.095
19 2/23/2010 0 1 0.9 1 0 0 0.695  7.655 0.083
20 3/2/2010 1 1 0.9 0.9 0 0 0.695  8.655 0.074
21 3/9/2010 0 1 0.9 1 1 0.35 1.045  8.655 0.108
22 3/16/2010 0 1 0.9 1 0 0 1.045  9.655 0.098
23 3/18/2010 2 1 0.9 0.75 0 0 1.045 10.655 0.089
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Fig. 2 Applyingtheproposed (@) (b)
modelforasamplepatient: 9
a real record of attendance 1 8
and estimated probability of H 1 —+—Estimated 7
. o Probability of no-
no-show using the proposed £ 08 show 6
rr?od.el, b prior and posterior g 06 0& / \ —a—Real record of 55
distribution of no show 5 k I \ attendance 2 4l
£ 04 3
=
[ 2
g 0.2 1H T
2 e T 1 e
0 0

12 3 4 5 6 7 8 9 10 11 12
Appointment no.

Where wy, ..., w,, are the weights to be optimized and p-
value,gired rese 18 the p-value of a two-sided statistical
hypothesis testing of the paired estimated p using the model
and estimated p using the attendance records:

{ Hy : pliodel = pp (9)

[_]1 . pj\Dlodel 7& pf)mp

Itshouldbenotedthatmeansquarederror(MSE) can also be
used as the objective function. However, the #-statistic used
above not only contains MSE (S, in the denominator of the ¢
statistic is a linear function of MSE) (line 14), but also has a
statistical distribution that makes it a better choice for our
optimization model.

In (4.1), #z,,—1 is the percentage of points or value of ¢
random variables with n—1 degrees of freedom such that the
probability that #,_; exceeds this value is o, and #) =

5
where p = Y1, (pﬁ”"de’ o ) /n and S, is calculate({ as

follows:
-5))

(10)

S ( Model _ ﬁlEmp)z— {(Zn ( Model _

S,
r n—1

Where p is the real rate of no-show for person i
leulated as 5 = 22 with ¥/ as a bi d

calculated as p;”" = =7+, with ¥; as a binary (random)

variable representing records of no-show/show of patient i

o
o
o
n
=}
w
=}
N
<)
0
S
o2}
S
~
=}

for appointment j. Here, / is the index of first appointment
in the validation dataset, which is discussed shortly, and m
is the total number of appointments in the validation dataset
for patient i. Also pM°¥’ is the estimated no-show
probability calculated based on weighted appointments
using the proposed model.

The optimization procedure is as follows: at every
iteration, a vector of weights is assigned to the appoint-
ments in the validation dataset (line 8). The weighted
appointments are then plugged into the Bayesian update
mechanism for estimating the probability of no-show (lines
10 and 11). Next, the estimates of the proposed model and
real attendance records are compared by forming a -
statistic (lines 12 to 14) and the p-value of the paired #-test,
which shows the goodness of the assigned weights, is used
for improving the initial set of weights (line 7) . This
procedure continues until no improvement is observed.
Then, the pMo%! of the iteration resulting in the best value
of the objective function is used as the no show estimate.

5 Experimental results

We applied our proposed model to healthcare data collected
at the Veteran Affairs (VA) Medical Center in Detroit. We
studied the performance of the proposed method along with
a number of population- and individual-based algorithms

0.4
1
0.3 0.8 -
0.2 0.6 -
0.4 -
0.1
0.2 -
= W g
Box ARMA | Decision | Logistic | ARMA ARMA |  Box ARMA | Logistic | Decision
Proposed Rulebase g
P Smoothing| (1,0,1) Tree regression| (2,0,2) Proposed (1,0,1) |Smoothing (2,0,2) |regression Tree Rulebase
‘MSE 0.03098 | 0.0681 0.1094 0.1353 0.1494 0.16 0.3439 ‘ ‘Correctclassification 0.8804 | 0.7542 = 0.7169 | 0.6713 | 0.6691 | 0.6557 | 0.4251

Fig. 3 Mean squared error (MSE) of different methods used for
comparison
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Fig. 4 Percentage of correct classification of different methods used for
comparison
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£ o8 2
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©
8 0s { 1 ¢ 8 1
s A g 0.4
2
3 ]
2 04 3 o3
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o o 02 4
Z 02 z <4
0.1 3
4
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1 6 11 16 21 26 31 36 41 46 51 56 61 66 71 76 81 86 91 96 16 11 16 21 26 31 36 41 46 51 56 61 66 71 76 81 86 91 96
Patient ID Patient ID

Fig. 5 Proposed approach performance over patients: a estimated vs empirical probability of no-show, b absolute difference of estimated and real

no-show probability

on a database of 1,543 patient records with the following
appointment information: (1) sex, (2) date of birth (DOB),
(3) marital status, (4) medical service coverage, (4) address (zip
code), (5) clinic and (6) prior attendance record in the hospital.
We performed a threefold cross validation with approximately
500 records each for training, validation and testing.

This section is organized as follows: first we discuss pre-
processing of the data. Next, we provide a stylized example
of one patient record to illustrate how the model works.
Finally, we discuss the results of applying the model to the
dataset using two types of analysis: (1) patient-based
analysis and (2) appointment time-based analysis.

5.1 Data pre-processing

The attributes in the dataset must be pre-processed before
being used in the model. Specifically, pre-processing
included dealing with missing attributes and eliminating
co-linearity. In addition, due to the variety of clinics (more
than 150 in our case), the accuracy of the logistic regression
would be severely affected if this explanatory variable gets
directly used in the model.

This problem is addressed by clustering similar clinics
with respect to their no-show rates. While various types of

(@),

~-Logistic Regression
—#=—Real

2 08

.E

2 o6

3 0

=

s &

5 04 r

<

[

T

o

Z 02

1 6 11 16 21 26 31 36 41 46 51 56 61 66 71 76 81 86 91 96
Patient ID

clustering algorithms can be used for this purpose because
the clinics are originally different in type, grouping them
into a set of clusters will result in clusters with different
density and dispersion. Such characteristics can be effec-
tively modeled using Generalized Mixture Models (GMM).
(See Appendix)

Figure 1 shows the result of clustering the clinics based
on their probability of no-show using GMM. The final
result has been verified by a team of experts.

Also, (1) appointment recency, (2) appointment preced-
ing non-work days (Saturday, Sunday, and holidays), and
(3) clinic cluster, are considered as weighting factors
(W = [wy,...,we). Regarding the first factor, it is reason-
able that no-show records that occurred a long time ago do
not carry the same weight as recent no-shows. This is based
on the fact that patients may gradually or abruptly change
their behavior, which should be reflected in the model.
Regarding the second and third weighting factors, a
preliminary study of the data revealed strong correlations
between no-show rates and days close to holidays, and
between no-show rates and clinic clusters. Hence, these
factors are modeled into our approach.

The weights discussed above are arranged in a special
data structure before being applied to the data. For the

(b)

1

o
©
y

o
[}
Y

No-show probability
o
N
4

o
[N

1 6 11 16 21 26 31 36 41 46 51 56 61 66 71 76 81 86 91 96
Patient ID

Fig. 6 Logistic regression performance over patients: a estimated versus empirical probability of no-show, b absolute difference of estimated and

real no-show probability
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o
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=
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1
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1 6 11 16 21 26 31 36 41 46 51 56 61 66 71 76 81 86 91 96
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Fig. 7 ARMA(1,0,1) performance over patients: a estimated versus empirical probability of no-show, b absolute difference of estimated and real

no-show probability

appointment recency, where more importance should be
assigned to more recent appointments, a logarithmic time
framework with five weights is used. For the appointment
preceding non-work days, two weights are applied: one for
Monday to Thursday and one for Friday and days before
holidays. Finally, for clinic cluster, based on the groups
derived using GMM, four weights are defined. Table 1
shows the final data structure and optimal values of the
weights for the analyses performed in Sections 5.3 and 5.4,
which were obtained by solving (4.1) using a Genetic
Algorithm (GA) [20].

5.2 Applying the proposed model to a sample patient

To demonstrate how our approach works, we explain the
procedure for a particular patient selected from the data.
The patient was male, unmarried, less than 5% covered for
medical service, and living in zip code 48235. Table 2
shows his appointment information as patterns of show/no-
show from 10/13/2009 to 12/31/2009 (training data). Note
that no-shows are represented by 1 while shows are
represented by O.

Using the patient’s personal and appointment information
as well as his previous attendance record, the parameters of

the fitted logistic regression model are calculated as shown
in Table 3.

Based on the estimated coefficients of logistic regres-
sion, the probability of his not showing up for the first
appointment in the testing dataset (1/25/2010) is estimated
as p=0.3453. This estimate is used for building the prior
Beta(0.4353,0.6547) of the Bayesian updating procedure by
solving Eq. 7. Table 4 illustrates the updated parameters of
Beta distribution as well as the estimated probability of no-
show after each appointment.

As graphically illustrated in Fig. 2a, the Bayesian update
reacts quickly to each new data record, which means that
the procedure can rapidly converge to the real distribution
of no-show. Figure 2b compares the prior and posterior
distributions of no-show probability before and after
applying test data. As can be seen, probability density of
the posterior distribution has been moved to the left which
can be interpreted as reflecting a decreased probability of
no-show.

5.3 Appointment-time based analysis

In this section, we compare the performance of the proposed
model with a number of population- and individual-based
algorithms based on time-based analysis. For this set of
experiments, the training, validation and testing data are

0.08
1
0.06 0.8
0.04 0.6
0.4
0.02
. 0.2
0 o
ARMA Box Decision | Logistic ARMA ARMA | Logisti B ARMA | Decisi
Proposed X . Rulebase gistic oX ecision
P (1,0,1) |Smoothing] Tree |regression| (2,0,2) Proposed (10) | regression Smoothing|  (2.02) Tree | Rulebase
lMSE 0.013 0.027 0.03 0.033 0.052 0.053 0.059 ‘Correct classification| 0.7991 0.6201 06113 05734 0.5579 05142 0.506

Fig. 8 Mean squared error (MSE) of different methods used for
comparison
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Fig. 9 Percent of correct classification of different methods used for
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defined as follows: appointments that occurred before 11/23/
2009 have been used for training; appointments between 11/
23/2009 and 2/1/2010 have been chosen for validation, and
finally, appointments after 2/1/2010 have been considered for
testing. The main reason for selecting the above dates is to
have approximately 500 data records each in the training,
validation and testing datasets.

The methods used in our comparison are as follows: Box
smoothing, autoregressive moving average model
(ARMA), decision tree, multiple logistic regression (with
same predictors as used in the proposed model regression
part) and rule base. For setting the parameters of the
comparison methods, the size of the moving window in the
Box method was studied over the range of 1 to 7 and the
optimal size (5) was considered for the comparisons. For
the ARMA model, two of the most common models in the
literature, namely ARMA (1,0,1) and ARMA(2,0,2), have
been considered. Also, J48 and PART algorithms are used
for building the decision tree and rule base methods.

Figure 3 compares the mean squared error (MSE) of the
methods. Based on the MSE measure, the proposed model
performs clearly better than other methods, while the rule-
based method has the largest error. As can be seen from the
results, in general, individual-based methods outperform
population-based methods, while bundling these methods
together (as in our proposed method) significantly increases
the performance.

Figure 4 also illustrates the percentage of correct
classifications for each of the comparison methods, which
was done by defining a cutoff value for the output of the
methods (the cutoff value is optimized for each of the
methods based on the validation dataset). The result of this
analysis is very similar to Fig. 3, in which the proposed
method performs better than other methods while
individual-based methods in general have better perfor-
mance than population-based methods.

Figures 5, 6 and 7 compare the empirical and estimated
probability of no-show for the methods over different
patients (the performance of other methods along with the
source code is available upon request). As can be seen from
Fig. 5a, the proposed approach often predicts the real
pattern correctly. This is better illustrated in Fig. 5b, which
shows the absolute difference between the estimated and
empirical probability of no-show. Here, the mean difference
is 0.1104, which is acceptably low. There are also a few
cases with absolute difference larger than 0.5, which are
related to patients with very few available data records.

Figure 6a illustrates the estimates from logistic regres-
sion, a population-based method. The estimates tend to
have small fluctuations around an approximately fixed
mean. Such result clearly shows that the regression models
may not fully capture the difference among patients’
personal behaviors. The absolute difference between the

estimated and empirical probability of no-show, which is
shown in Fig. 6b, also confirms similar results. Here, the
mean of the differences is 0.1935 but the maximum
difference is 0.8683, which is considerable. Such a result
is very similar to other population-based methods discussed
earlier.

Finally, Fig. 7a shows the results from the ARMA
(1,0,1) model, which is a popular individual-based meth-
ods. ARMA is unsuccessful in predicting the no-show
patterns for a large portion of patients with real no-show
rates larger than zero. This can also be seen in Fig. 7b,
which has several differences greater than 0.5 and a few
differences equal to 1.

5.4 Patient-based analysis

We also compare our method to other methods proposed in
the literature using patient-based analysis. For this purpose,
out of 99 patients in the database, using three fold cross
validation, approximately 33 patients each were randomly
chosen for training, validation and testing. Figures 8 and 9
illustrate. MSE and percent correct classification of the
methods with results similar to the time-based analysis
illustrated in the previous section.

The results from Figs. 2, 3, 4, 5, 6, 7, 8 and 9 clearly
show the capability of the proposed model in estimating
probability of non-attendance for both current and hypo-
thetical patients of a health care system.

6 Conclusion and future work

Efficacy of any scheduling system depends highly on its
ability to forecast and manage different types of disruptions
and uncertainties. In this paper, we developed a probabilis-
tic model based on logistic regression and Bayesian
inference to estimate patients’ no-show probability in real
time. We also modeled the effect of appointment date and
clinic on the proposed method. Next, based on real-world
patient data collected from a Veterans Affairs medical
hospital, we evaluated and showed the effectiveness of the
approach. Our approach is computationally effective and
easy to implement. Unlike population-based methods, it
takes into account the individual behavior of patients. Also,
in contrast to individual-based methods, it can put together
information from the complete database to provide reliable
initial estimates. The result of the proposed method can be
used to develop more effective appointment scheduling
systems and more precise overbooking strategies to reduce
the negative effect of no-shows and fill appointment slots
while maintaining short wait times.

One of the limitations of the current study is that it considers
only one type of disruption, which is no-show, while other
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cases such as cancelation and patient lateness can also have a
large impact on the performance of the scheduling system.
Such cases can be modeled using more sophisticated types of
prior distributions, which will be explored in the future.

Appendix - Gaussian Mixture Models (GMM)
and Expectation Maximization (EM) Algorithm

Gaussian Mixture Models (GMM) assume data points are
drawn from a distribution that can be approximated by a
mixture of Gaussian distributions. In this regard, assuming
0, the no-show rate of each clinic, is the feature vector, and
k is the number of components (clinic clusters), the mixture
model can be rewritten as:

p(01{©) ="' aprob(0l6) (11)

Where {ai,...,ax, 61,...,0;} is the collection of param-
eters with 0 < a; < 1,Vi=1,2,...,k and Zf:l a; =1 and
p(0\6;) :(7' exp(— 2-4) Having as a set of n, iid

27 207
samples 0 = {¢V),¢®,...,¢"} from the above model the
log-likelihood function can be rewritten as:

log [TZ, p(¢¥] ©) = > log >y aip(q¥(6))

Here, the goal is to find © that maximizes the log-
likelihood function:

@MLE = arg max{log p(Q| ©)} (13)

The surface of the above likelihood function is highly
nonlinear, and no closed form solution exists for the above
likelihood function. One way to deal with this problem is
by introducing a hidden variable Z:

logp(0.2]6,) = | "
S Yk 2 og[ap (47120 |

and using Expectation Maximization (EM) algorithm as
follows [33]:

i. Initializing parameters ©
ii. Iterating the following until convergence:

E — Step - Q(®|®“>) — E.log {p(Q,ZIG))I@(’)] (15)
M — Step - ) = arg max Q(®|®(’)) (16)
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