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ABSTRACT
Crowdfunding has gained a widespread popularity by fuel-
ing the creative minds of entrepreneurs. Not only has it de-
mocratized the funding of startups, it has also bridged the
gap between the venture capitalists and the entrepreneurs
by providing a plethora of opportunities for people seek-
ing to invest in new business ventures. Nonetheless, despite
the huge success of the crowdfunding platforms, not every
project reaches its funding goal. One of the main reasons
for a project’s failure is the difficulty in establishing a link-
age between it’s founders and those investors who are inter-
ested in funding such projects. A potential solution to this
problem is to develop recommendation systems that sug-
gest suitable projects to crowdfunding investors by captur-
ing their interests. In this paper, we explore Kickstarter,
a popular reward-based crowdfunding platform. Being a
highly heterogeneous platform, Kickstarter is fuelled by a
dynamic community of people who constantly interact with
each other before investing in projects. Therefore, the deci-
sion to invest in a project depends not only on the preference
of individuals, but also on the influence of groups that a per-
son belongs and the on-going status of the projects. In this
paper, we propose a probabilistic recommendation model,
called CrowdRec, that recommends Kickstarter projects to
a group of investors by incorporating the on-going status
of projects, the personal preference of individual members,
and the collective preference of the group . Using a compre-
hensive dataset of over 40K crowdfunding groups and 5K
projects, we show that our model is effective in recommend-
ing projects to groups of Kickstarter users.

Categories and Subject Descriptors
H.2.8 [Database Management]: Database applications-
Data Mining; I.2.6 [Artificial Intelligence]: Learning;
H.3.3 [Information Search and Retrieval]: Information
filtering
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1. INTRODUCTION
Crowdfunding has emerged as “the next big thing” in en-

trepreneurial financing. By providing the much-needed seed
capital for new business ventures, it has created plenty of
new job opportunities and revived lost business ventures.
In 2014 alone, the crowdfunding platforms raised over $16.2
billions of dollars worldwide, thereby becoming a viable al-
ternative to banks, brokers, and other financial intermedi-
aries for people seeking funding to jump-start their busi-
ness ventures. The concept of crowdfunding is analogous
to micro-financing where the required funds are collected
by pooling small amounts of money from several individu-
als. Since its launch in April 2009, Kickstarter has grown
to become one of the most popular crowdfunding platforms.
Kickstarter terms the founders of a project as creators and
the investors as backers. The creators express their ideas by
posting a detailed description about their project. Usually,
the description contains videos, images and textual informa-
tion that explains the novelty of the project. In addition,
the creators provide a detailed timeline, funding goal, and
the rewards for different pledge levels.

The need for recommender systems in crowdfund-
ing platforms. Although the interest in using Kickstarter
for crowdfunding has been outstanding, the success rate of
projects is not very impressive. Statistical reports show that
only about 37% of the projects succeeded in reaching their
funding goal [19], which means over 60% of the crowdfund-
ing projects in Kickstarter have failed. One of the main
reasons for these failures is the lack of publicity [17]. We
argue that recommendation systems that suggest suitable
projects to crowdfunding investors can address this problem.
Thus, in this paper, we propose a probabilistic recommenda-
tion model, called CrowdRec, that recommends projects to
a group of potential backers. To the best of our knowledge,
very few studies have explored the crowdfunding domain
from a data mining perspective [3, 13, 23, 34].

Recommendation challenges in crowdfunding.
Recommendation in crowdfunding poses a number of chal-
lenges. Based on our preliminary study on analyzing Kick-
starter user behaviors [28], we found that a diverse set of
factors collectively influence the users’ decision to back a
project. Hence, recommendation cannot be based on some
simple set of straightforward features that are directly avail-
able from the projects. Consider the decision making of a
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Figure 1: Impact of project, personal, and social network
based features on Kickstarter users.

Kickstarter investor, as illustrated in Figure 1; we can see
that the user is influenced by (1) his own personal interest,
(2) the group (or community) that the user is associated
with, and (3) the real-time status of the project. The per-
sonal interest of a backer is attributed to his preferences over
the topic or the geo-location of the project. The group’s
influence on the other hand is amplified by the pervasive
growth of social media such as Twitter and Facebook, where
users’ decision to back a project depends not only on their
personal interests, but also on their relationship to a social-
group of peer investors they communicate with. Therefore,
when designing a recommender system for crowdfunding, it
is important to incorporate the group’s influence. Finally,
due to the transient nature of crowdfunding projects, the
real-time status of the project plays a critical role in deter-
mining the backing habits of a user. Notice that, in con-
ventional recommendation such as movies or books, it is
reasonable to apply collaborative filtering techniques since
the recommended items usually can serve many users for
several years. This is not the case in crowdfunding; in Kick-
starter, once the project expires after its posting period, we
cannot recommend the project to any user any more. For
instance, as shown in Figure 1, the project has a duration
of 30 days. Recommending it after expiration makes no
sense. This transient nature of projects gives rise to some
interesting real-time properties such as (a) the popularity of
projects and (b) the availability of rewards. In Kickstarter,
the popularity of a project could be measured based on the
percentage of funds collected at a specific time. In Figure 1,
we see that, on Day 10 the project has already collected over
70% of it’s goal amount, indicating high popularity. There-
fore, there is a high chance for a user to fund such popular
projects. Nonetheless, the popularity is not the sole deciding
factor. In the same figure, we can also see that, on Day 20,
although the project remains popular, most of the rewards
are already sold out (denoted by the phrase “All Gone”) due
to the demand. This in-turn means that people might not
be interested in backing such projects (with no availability
of certain type of rewards), despite it’s popularity.

Overview of the proposed approach. To create a
personalized recommendation system for crowdfunding, we

propose a group recommendation model called C rowdRec.
Using a probabilistic generative framework, we incorporate
various heterogeneous features related to the project, users,
and their social groups to precisely model the interests of in-
vestors. Notice that in the crowdfunding scenario, projects
are like living entities that survive for a finite duration, and
are affected by real-time actions such as popularity and re-
ward availability. Therefore, we need to leverage the infor-
mation about the dynamic on-going status of a project when
recommending it to the users.

Research Contributions. The major contributions of
this paper are summarized as follows:

1. We propose a group-recommendation model for crowd-
funding domains, which incorporates the dynamic-status
of the on-going projects to recommend Kickstarter
projects for a group of investors.

2. We use a diverse set of features about the projects. These
features include (1) topical preference (2) geo-location
preference (3) social-network links of backers and (4) var-
ious temporal information about the projects to incorpo-
rate rich prior information into our probabilistic model.

3. Using comprehensive evaluation techniques, we show that
our model outperforms a number of baselines and a state-
of-the-art group-recommendation model to provide effec-
tive and meaningful recommendations for backer groups
in Kickstarter.

The rest of this paper is organized as follows. We review
the related work on crowdfunding and group recommenda-
tion models in Section 2. In Section 3, we discuss the notion
of groups in Kickstarter and the challenges associated with
group recommendation. The CrowdRec model and it’s gen-
erative process are introduced in Section 4, followed by the
derivation of the model parameters. In Section 5, we show
the different ways of incorporating various prior information.
In Section 6, we explain the data collection methodology and
report the experimental results for performance evaluation.
Finally, we conclude the paper in Section 7.

2. RELATED WORKS
In this section, we review two lines of related research

namely, crowdfunding and recommender systems.

2.1 Crowdfunding Litrature
Crowdfunding and Kickstarter. Since crowdfunding is
still an emerging research domain, most works in this area
are relatively new. The dynamics of Kickstarter are exam-
ined in a recent survey [20], while various types of crowd-
funding platforms are compared in [26]. In [14, 17], the au-
thors analyze the crowdfunding platforms to learn the moti-
vation behind the users who create and invest in crowdfund-
ing projects. Moreover, the effect of frequent updates over
the success rate of projects is explored in [34]; and the im-
pact of social network on Kickstarter projects is delineated
in [23].
Recommendation in Crowdfunding Platforms. So
far, there are very few studies on developing recommenda-
tion models for crowdfunding platforms. In [11], a personal-
ized loan recommendation system for a micro-financial plat-
form called Kiva.org is proposed. Recently, an SVM clas-
sifier is trained using updates, comments, Facebook friends
and other features from Kickstarter to recommend investors
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to Kickstarter projects [3]. In our previous work on Kick-
starter [28], a variety of traits based on backer personal-
ity, geo-location, project quality, and social network have
been analyzed and incorporated into a gradient boosting
tree model to recommend backers to Kickstarter projects.
Finally, in our recent work [21], we formulate a survival anal-
ysis problem to predict the success of Kickstarter projects.

2.2 Recommender Systems
Basic Recommendation Techniques. The core of all
recommender systems is to obtain a utility function that es-
timates the preference of a user towards an item. Essentially,
recommender systems can be divided into two main cat-
egories: collaborative filtering methods and content-based
methods. Collaborative filtering-based techniques utilize the
user rating of items to derive the similarity between the users
(or items) to recommend relevant items to users. Content-
based approaches, on the other hand, utilize the content
features of the users (or items) to make the recommenda-
tion. These features might include user’s topical interest,
age, gender, etc. For a comprehensive summary of collabo-
rative filtering techniques, the readers are referred to survey
articles [1, 30]. In the context of crowdfunding, the hetero-
geneity in Kickstarter crowdfunding suggests hybrid recom-
mendation techniques, which are gaining a lot of attention in
recent years. A naive way of using hybrid recommendation is
to use collaborative and content-based methods in parallel
[5, 12, 31]; nonetheless, these approaches do not incorpo-
rate the influence of social groups to model the interests of
users. In this work, we adopt probabilistic latent modeling
(discussed below) to seamlessly integrate the collaborative
and content-based filtering approaches into a unified group
recommendation model.
Probabilistic Models for Recommendation. The orig-
inal aspect model is proposed by Hofmann for Probabilis-
tic Latent Semantic Analysis (PLSA) [15, 16]. Since then,
more complex machine learning models have been proposed,
including multinomial mixture models, latent dirichlet allo-
cation (LDA), markov models and latent factor models [8,
24, 29]. The PLSA aspect model has been widely used in
information retrieval and data mining applications [27]. For
example, in [10], the aspect model is used for recommending
communities, while in [35], an additional latent variable has
been added to the aspect model to capture the influence of
friends on a user’s topical interest.
Group Recommendation. Different from conventional
recommendation which typically recommends an item to a
user, the group recommendation aims to either (a) recom-
mend a group (or community) to a user or (b) recommend
an item to a group of users. In type (a), one usually rec-
ommends a set of groups (i.e., communities) to a user based
on various measures such as (1) topical similarity between
the community and the user, (2) popularity of the commu-
nity at a given time, (3) proximity of geo-location between
the user and the members of the community, etc., [9, 10,
32, 33, 37]. Our definition of the group recommendation in
this paper belongs to type (b), which is new to the data
mining research and thus very few studies have explored
this research direction [22, 25, 36]. In [35], a probabilis-
tic aspect model is proposed to learn the interests of users
using both their personal preference and the influence from
their social network. Using score aggregation strategies such
as average and least-misery techniques [4], recommendation

of items is made for a targeted group of users. In [22], a
unified group recommendation model is proposed and later
extended by incorporating a group-topic distribution [36]
to provide an improved recommendation. The group rec-
ommendation model proposed in this paper is uniquely dif-
ferent from the aforementioned works as we incorporate the
“live-status”of projects along with user preference and group
influence in the model.

3. GROUPS IN CROWDFUNDING
To elucidate the need for group recommendation in Kick-

starter, we obtain backers who have their Twitter profiles
and retrieve their friends and followers from Twitter search
API. We then create communities of these backers to analyze
whether the backing habits of these investors are influenced
by their relationship to a community1. The process of com-
munity creation is detailed in our previous work [28]. To
measure the influence of a group over the backer, we calcu-
late their Affinity score as follows:

Affinity(b, g) = |F (b) ∩ F (g)| (1)

where F (b) and F (g) denote the set of all the follow-
ers and followees of a backer b and a community g, re-
spectively; |F (b) ∩ F (g)| indicates the number of mutual
friends between this backer and the members of the commu-
nity. Figure 2(a) shows the outcome of this analysis, where
p(M(b, v)|M(g, v)) indicates the probability of a user b back-
ing a project v, given that v is backed by the members of
the group g. In this notation, M(b, v) denotes the action
of a backer investing in project v and M(g, v) denotes the
same by a community g. From this figure, one can see that
the stronger affinity of a user towards a group leads to a
greater chance for this user to back the same project that
was backed by the group. Therefore, given a project, the
goal of our CrowdRec recommendation model is to identify
a group of users who may potentially back this project.

Figure 2: Characteristics of groups in Kickstarter. (a)
shows the influence of communities (groups) over the back-
ing habits of users and (b) shows the topical composition in
groups.

Next, we analyze the preferences of individual members
in a group. To proceed, for every group in our dataset, we
calculate the number of unique topical categories of projects
backed by the members of the group. As shown in Figure
2(b), although there are groups consisting of members who
are interested in just one single topic, a majority of them
have diverse interests, i.e., the members have backed projects

1In this paper, we also refer these communities as groups, so
these two terms are used interchangeably.
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from multiple topical categories. In addition, we analyze
the expertise of individual group members by calculating
the number of backers who are experts in a specific topical
category of projects. We say a backer to be an expert in
a topic if she has backed at least 3 projects from the same
category and has over 15 backings in total. As depicted
in Figure 2(b), a majority of groups consist of backers who
are experts in multiple topical categories. We aim to exploit
these observations in the proposed CrowdRec model.

4. CROWDREC: A PROBABILISTIC GEN-
ERATIVE MODEL

In this section, we introduce CrowdRec, a probabilistic
generative model for recommending crowdfunding projects
to groups of users. The recommendation model aims to
capture the following observations: (1) A crowdfunding
group may support projects from multiple topical categories,
(2) A user’s backing decision is based not only on her per-
sonal preference but also on the collective preferences of
her groups; (3) A group’s collective preference to support
a project is strongly correlated with the personal prefer-
ences of topically authoritative users (i.e., users expertise)
within the group, (4) The dynamic status of a project im-
pacts both the individual investor’s personal preferences and
the group’s collective preferences in backing crowdfunding
projects.

Figure 3: Graphical representation of the CrowdRec model.

In this section, we first formulate the modeling prob-
lem and then present the generative process captured in our
CrowdRec model. Next, we show how the dynamic status of
projects is incorporated into the model. Finally, we derive
the parameters of the model to facilitate model learning via
Gibbs sampling.
Problem Statement: Given a set of projects V =
{v1, v2, ..., v|V |}, a set of backers B = {b1, b2, ..., b|B|}, and
a set of groups G = {g1, g2, ..., g|G|}, let Bg ⊂ B denote
a group of backers in group g, i.e., Bg = {bg1, b

g
2, ..., b

g
|Bg|}.

The action of a group g backing a project v is denoted by
M(Bg, v) = {(b, v)|b ∈ Bg}, where (b, v) refers to an indi-
vidual b from a group g choosing to back a project v. The
goal of our CrowdRec model is to recommend a ranked list
of V projects to a target (or new) group g̃.

4.1 Generative Process
The Graphical representation of the CrowdRec model is

shown in Figure 3. We describe the generative process in
our model as follows.

• Each group g ∈ G is composed of members who are inter-
ested in certain particular project categories. Therefore,
the collective preference of the group is captured by θg,
which is represented as a distribution over a universal set
of latent topics in projects. Here, θg follows a symmetric
Dirichlet distribution, i.e., θg ∼ Dirichlet(α).
• Based on θg, the group g chooses a single topic z and

nominates a user b to decide whether to back a project v.
The distribution φ1

z captures the expertise of this backer
over the topic z.
• To decide whether to back a project v, the nominated user

relies on either her own personal interest or the collective
preference of the group. This decision is governed by the
random variable D, which takes the binary value 0 or 1.
Thus, we model d using a binomial distribution with beta
prior.
• If d is 0:

– The user picks the project based on (1) the group’s
influence (i.e., collective preference), which is a
multinomial over the distribution φ2

z and (2) the cur-
rent status of the project. The current status of
the project (in the dotted box) is denoted by a ψ,
ψ ∼ Dirichlet(σ).

• If d is 1:

– The user picks the project based on (1) her own top-
ical interest (personal preference), which is a multi-
nomial over the distribution Ωb and (2) the current
status of the project.

Incorporating Dynamic Status of Projects. Notice
that the status of a project plays a key role in the generative
process described above. It is an external factor determined
by the progression of the project over time. In Figure 3,
this is indicated by the project-status distribution ψ, which
is constrained by a dirichlet prior σ. ψ in-turn affects the
project-topic distribution φ2 and user-project distribution
Ω. When the user relies on the group’s influence to back
a project v, the project-topic distribution φ2 (i.e. V × K
matrix) is multiplied by the project-status distribution ψ
(i.e. 1 × V matrix). In other words, ψ becomes a prior for
φ2. Alternatively, if the user backs a project based on her
own preference, Ω (i.e. B × V matrix) is multiplied by ψ.

In the CrowdRec model, β1 and β2 are concentration
scalars that affects the extent to which a group (or a user)
relies on project status to make the backing decision. When
β1 is high, the group strongly relies on the on-going status
to back the project, which means φ2 becomes similar to ψ.
Alternatively, if β1 is low, the group’s decision to back a
project is independent of the on-going status of the project.
Same applies for the scalar β2, which affects the variable
Ω. In the literature, this type of formulation is known as
the hierarchical Polya-Urn model, which has been used to
model the global and local topic distributions in LDA [6, 2,
7]. Algorithm 1 summarizes the complete generative process
and Table 1 provides the list of symbols used in this paper.

4.2 Parameter Estimation
To learn the parameters in the CrowdRec model, the eas-

timation of the posterior is given by:

p(z, d|b, v, α, η, γ, σ, ρ) =
p(z, d, b, v|.)
p(b, v|.) (2)
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Table 1: List of notations used in this paper.

Symbol Description
B = {bi} set of backers, bi indicates a single backer
V = {vi} project set, vi indicates a single project
G = {gj} crowdfunding groups, gj indicates a single group
D a binary decision variable, representing d=1 or d=0
Z = {zi} latent topics assigned to projects in Z
K number of topics specified as parameter
i = (b, v) a tuple that indicates backer b picks project v
θg topic distribution of a group g
φ1z B ×K latent matrix for a backer b
φ2z G×K latent matrix for a group g
Ωb B × V matrix for a backer b
λb prior for the binary decision variable D
ψ dynamic status distribution of a project v
α, η, γ, σ, ρ parameters of θ, φ1,Ω, ψ, λ
β1, β2 concentration scalars for φ2,Ω
ck,g,i # times i is assigned to topic k in group g
ck,g,b # times backer b is assigned to topic k in group g
ck,g,v # times project v is assigned to topic k in group g
cb,g,v # times project v is assigned to backer b in group g
cb,g,d # times choice d chosen by a backer b in group g

The likelihood of the above equation is expanded as fol-
lows:

p(z, d, b, v|.)

=

∫
p(z|θ)p(θ|α)dθ︸ ︷︷ ︸

(A1)

.

∫
p(b|z, φ1)p(φ1|η)dφ1︸ ︷︷ ︸

(A2)

.

∫
p(d|λ)p(λ|ρ)dλ︸ ︷︷ ︸

(A3)

.

∫ ∫ ∫
p(v|b, d, z,Ω, φ2)p(Ω|γ, ψ, β2).p(φ2|ψ, β1)p(ψ|σ)dΩdφ2dψ︸ ︷︷ ︸

(A4)

(3)

To infer the parameters φ1,Ω, ψ, φ2 and λ, we obtain
samples from this high-dimensional distribution using col-
lapsed Gibbs sampling-based approach. It is important to
note that there are complex relationships between the latent-
topic variable Z and the latent-decision variable D. To over-
come this problem, we adopt the two-step Gibbs sampling
method proposed by Yuan et. al. [36] by decomposing the
expression (A4) of Equation (3) as follows:∫ ∫ ∫

p(v|b, d, z,Ω, φ2).p(Ω|γ, ψ, β2).p(φ2|ψ, β1).p(ψ|σ)dΩdφ2dψ

=

∫ ∫
p(v0|z, d0, φ2)p(φ2|ψ, β1)p(ψ|σ)dφ2dψ︸ ︷︷ ︸

(B1)∫ ∫
p(v1|b, d1,Ω)p(Ω|γ, ψ, β2)p(ψ|σ)dΩdψ︸ ︷︷ ︸

(B2)

(4)

where expression (B1) corresponds to the decision variable
d = 0; in other words, when a user chooses to back a project
v0 based on his group’s interest and expression (B2) cor-
responds to the decision d = 1 i.e., when a user chooses a
project v1 based on her own interest. Therefore, using Gibbs
sampling, we sample the latent variable d for two different
cases: (a) when d = 0 and (b) when d = 1. Similarly, we
sample the latent variable z when (a) project v0 is chosen
and (b) when project v1 is chosen.

The derivation of the collapsed Gibbs sampling equation

Algorithm 1: Generative process of CrowdRec model

for each project v ∈ V do
Draw ψv ∼ Dirichlet(σ)

end
for each topic zk, k ∈ K do

Draw φ1
z ∼ Dirichlet(η)

Draw φ2
z ∼ Dirichlet(ψβ1)

end
for each backer b ∈ B do

Draw Ωb ∼ Dirichlet(ψβ2γ)
Draw λ ∼ Beta(ρ)

end
for each group g ∈ G do

Draw θg ∼ Dirichlet(α)
for each backer,b in group g do

Draw z ∼Multinomial(θg)

Draw b ∼Multinomial(φ1
z)

Draw the decision d ∼ Bernoulli(λb)
if d = 0 then

Draw v ∼Multinomial(φ2
z)

end
if d = 1 then

Draw v ∼Multinomial(Ωb)
end

end

end

for the topic-latent variable z and the decision-latent vari-
able d is similar to [36]. The probability of a tuple i = (b, v)
belonging to a latent topic z is derived as follows:

p(zg,i = k|Z−(g,i), v0, b) ∝

c
−(g,i)
k,g,i∗ + αk

c
−(g,i)
k∗,g,i∗ + αk∗

.
c
−(g,i)
k,g∗,b + ηb

c
−(g,i)
k,g∗,b∗ + ηb∗

.

(
c
−(g,i)
k,g∗,v

c
−(g,i)
k,g∗,v∗

+ β1
c
−(g,i)
k∗,g∗,v + σv

c
−(g,i)
k∗,g∗,v∗ + σv∗

)
(5)

p(zg,i = k|Z−(g,i), v1, b) ∝
c
−(g,i)
k,g,i∗ + αk

c
−(g,i)
k∗,g,i∗ + αk∗

.
c
−(g,i)
k,g∗,b + ηb

c
−(g,i)
k,g∗,b∗ + ηb∗

(6)

In the above, the variable of type cx,y,z indicates a count
as described in Table 1, and the symbol ∗ over the subscript
variables denotes the summation over the respective sub-
script variables. For example, ck,g,v indicates the number
of times the project v is assigned to topic k in group g and
ck,g∗,v is the same variable that is summed across all the
groups g ∈ G. The superscript symbol −(g, i) means that
we exclude the ith tuple for group g when sampling. The
probability of a tuple i = (b, v) choosing a decision d is
derived as follows:

p(dg,i = 0|D−(g,i), Z, v, b) ∝

c
−(g,i)
b,g∗,d0

+ ρ0

c
−(g,i)
b,g∗,d1

+ c
−(g,i)
b,g∗,d0

+ ρ0 + ρ1
.

(
c
−(g,i)
k,g∗,v

c
−(g,i)
k,g∗,v∗

+ β1
c
−(g,i)
k∗,g∗,v + σv

c
−(g,i)
k∗,g∗,v∗ + σv∗

)
(7)
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p(dg,i = 1|D−(g,i), Z, v, b) ∝

c
−(g,i)
b,g∗,d1

+ ρ1

c
−(g,i)
b,g∗,d1

+ c
−(g,i)
b,g∗,d0

+ ρ0 + ρ1
.

(
c
−(g,i)
g∗,b,v + γv

c
−(g,i)
g∗,b,v∗ + γv∗

+ β2
c
−(g,i)
k∗,g∗,v + σv

c
−(g,i)
k∗,g∗,v∗ + σv∗

)
(8)

After obtaining sufficient number of samples using the above
Gibbs update rules, we can finally infer the parameters
φ1
z,Ωb, ψ, φ

2
z and λb as follows:

φ1
z,b =

ck,g∗,b + ηb

ck,g∗,b∗ + ηb∗
(9a)

Ωb,v =
cg∗,b,v + γv

cg∗,b,v∗ + γv∗
+ β2 ck∗,g∗,v + σv

ck∗,g∗,v∗ + σv∗
(9b)

ψv =
ck∗,g∗,v + σv

ck∗,g∗,v∗ + σv∗
(9c)

φ2
z,v =

ck,g∗,v

ck,g∗,v∗
+ β1

c
−(g,i)
k∗,g∗,v + σv

c
−(g,i)
k∗,g∗,v∗ + σv∗

(9d)

λb =
cb,g∗,d1 + ρ1

cb,g∗,d1 + cb,g∗,d0 + ρ0 + ρ1
(9e)

Recommending projects: To recommend a set of
projects to a new group g̃, we need to learn the group-topic
distribution θg̃. This is done by estimating the posterior

distribution of topics z̃, given the backers b̃ and the esti-
mated backer-topic distribution φ1

z and the hyperparameter
αk that was obtained from our CrowdRec model M.

p(z̃g̃,j = k|Bj = bj , Z̃
−(g̃,b),B−(j);M) ∝ φ1

k,b(c
−(g̃,i)
k,g̃ ,i∗) (10)

Once we sample the topics for this new group g̃, we rec-
ommend a new project based on the following equation.

p(v|g̃) =
∏
b∈Bg̃

ψv

∑
z∈Z

θg̃,z.(λb.Ωb,v + (1− λb).φ
2
z,v) (11)

The above equation captures the following components when
recommending a project to a group: (1) the individual’s
personal preference over a project Ω, (2) the influence of
the group over a backer is captured by φ2, (3) the topical
preference of the group and the users are captured by θ and
Ω, and (4) finally, the dynamic status (or popularity) of the
project ψ.

5. PRIOR INFORMATION
In this section, we discuss the approaches we adopt to

estimate the priors incorporated in CrowdRec. Notice that
we have priors for two different distributions: (1) a static
prior γ for the distribution Ωb, which is a B × V matrix
indicating the preferences of backers towards the Kickstarter
projects; (2) a dynamic prior σ for distribution ψ, which is
a 1 × V row matrix indicating the on-going status of the
project.

For the first case, we estimate the static prior γ by ex-
ploiting the backing history of all the users b ∈ B. This
backing history, denoted by Hb, contains the details such
as a project’s topical category, the geo-location of project,
and the person who created the project.2 For most part,

2In our experiments, we consider city and state as the geo-
location of the projects.

this information remains static. Since it is extracted from
the backing history of users, we call γ as user-specific prior.
On the contrary, in the second case, the prior information σ
is not static due to the transient nature of the projects (as
explained in Section 1). As σ is changed at regular time in-
tervals, we term it as dynamic-status prior. The calculation
of these priors are detailed in the following sections.

5.1 User-Specific Priors
In this paper, we incorporate three features from the

users’ backing history to create the user-specific prior γ,
namely: (a) topical preference (b) creator preference, and
(c) geo-location preference.
Topical Preference: In our previous work [28], we ob-
served that Kickstarter users have a strong topical prefer-
ence in their decisions to back a project. We assume users
have a tendency to continuously back projects in the same
topical category. This tendency can be modelled as a con-
ditional probability of a user b to back a project in topic t,
given t is present in the backing history of this user, denoted
by P ((b, t)|t ∈ Hb). Using Bayes′ theorem, it is derived as
follows:

P ((b, t)|t ∈ Hb) =
P (t ∈ Hb|(b, t)) P (b, t)

P (t ∈ Hb)
(12)

Creator Preference: Users tend to develop an inclination
towards creators whom they have backed in the past. We
represent this as the conditional probability of a user b to
back a creator e, given that e is in the backing history of
this user, denoted by P ((b, e)|e ∈ Hb). It is calculated in a
similar way as that of Equation (12).
Geo-location Preference: Geo-location has a strong im-
pact on the success of projects, and the level of impact de-
pends on the topical category of the project [28]. For in-
stance, we find that projects based on technology are rela-
tively less dependent on their geo-location, while projects on
theatrical arts are highly dependent. Therefore, we incorpo-
rate this information as prior by calculating the probability
of a user b to back a project v, given b and v are from
the same geo-location. This probability is represented by
p((b, v)|Loc(b, v) = `, τ(v) = t), where Loc(b, v) indicates
the geo-location of the backer and project, τ(v) is the topic
of the project v. This probability is calculated using Bayes′

theorem by expanding the likelihood using the chain rule of
probability.

Finally, the interest of a user b towards a project v is
obtained as a linear combination of topic-, creator-, and geo-
location-based preferences as follows:

γb,v = p((b, t)|.) + p((b, e)|.) + p((b, v)|.) (13)

5.2 Dynamic-Status Priors
We incorporate two factors in the prior σ for the project

status ψ, namely, (1) the popularity of the project, and
(2) the availability of popular rewards at specific time t.
Popularity of project: The popularity of a project at time
t is derived as follows:

Pot(v) =
# pledged amount of project v at time t

Goal amount of the project v
(14)

where Pot(v) is the popularity score of project v at time t.
Availability of rewards: As explained earlier in Figure 1,
the status of the project cannot be expressed purely based
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on it’s popularity, but the availability of rewards should also
be considered. To verify our claim, we extract the top 3 pop-
ular reward categories of projects and obtain the additional
percentage of backers backing the project on the day when
the rewards are sold out. The result of this analysis is given
in Figure 4, which shows that the interest of users in back-
ing a project decays with the depletion of popular reward
categories. Therefore, we calculate this prior information as
follows:

Rt(v) =
# rewards sold out at time t

# limited rewards
(15)

where Rt(v) is the reward score of the project v at time t.
Using Equations (14) and (15), we define the dynamic-status
prior for a project v as follows:

σ(v,t) = Rt(v)× Pot(v) (16)

The score σ(v,t) is constantly updated at different time
intervals {t1, t2..., tn} until the project expires.

Figure 4: Decay of user interest with the depletion of popu-
lar reward categories.

6. EXPERIMENTS
In this section, we conduct comprehensive experiments to

evaluate the performance of the CrowdRec model in com-
parison with state-of-the-art models. In the following, we
first describe the datasets used in our experiments and then
report the experimental results.

6.1 Dataset Description
For our experiments, we obtain six months of Kickstarter

data (12/15/13 to 06/15/14) from kickspy, which consists of
27,270 projects. We remove projects that were canceled or
suspended, with less than one backer, or with less than $100
of pledged amount. Next, we build a web-crawler to fetch
backers from this filtered set of projects. As such, we obtain
over 1 million backers for the remaining 18,143 projects after
the removal process.

In our previous study [28], we show that backers in
Kickstarter are distinguished by two important features:
(a) the presence of social network profile,3 and (b) the
backing frequency. Therefore, in this paper, we leverage
this information to categorize the backers b ∈ B into two
types: (i) those who have linked their Kickstarter profiles
to Twitter, and (ii) those without a Twitter profile. We

3we only consider Twitter profiles since Facebook data is
not publicly available.

denote these two types by Twt and Kck, respectively. In
addition, we classify the backers into occasional backers
who have backed 2-10 projects (denoted by Occ) and ex-
perienced backers who have backed over 10 projects (de-
noted by Exp). Thus, we have four different datasets:
(1) Twt-Occ = {b|b ∈ Twt ∩ (2 < Backings(b) < 10)};
(2) Twt-Exp = {b|b ∈ Twt ∩ (Backings(b) > 10)};
(3) Kck-Occ = {b|b ∈ Kck ∩ (2 < Backings(b) < 10)}
and (4) Kck-Exp = {b|b ∈ Kck ∩ (Backings(b) > 10)}
Group Creation. A group consists of backers who have
backed the same project. For the four datasets described
above, we create groups of Kickstarter users using the
methodology described in [4], i.e., in our group creation
process, we calculate the inner group similarity between the
group members using Pearson correlation co-efficient (PCC)
and filter out groups which have PCC less than 0.2. The
statistics of our backer-group datasets are shown in Table 2.

Table 2: Statistics of Kickstarter groups formed by frequent
and occasional backers.

Dataset #Bkrs/Grp #Grps Avg. #Prjs/Grp #Prjs
Kck-Occ 10 30,100 2 1,609
Kck-Exp 10 20,675 4 1,397
Twt-Exp 5 3,373 3 959
Twt-Occ 5 3,513 2 1,104

6.2 Performance Evaluation
In the following, we first discuss the performance met-

rics employed in our evaluation and a number of recommen-
dation models examined for comparison. Our evaluation
is performed over all the four datasets Twt-Occ, Twt-Exp,
Kck-Exp, and Kck-Occ by randomly holding-off 20% of the
ground truth for testing. For most of our experiments we
set the parameters β1 and β2 to be 0.5, the topic param-
eter K to 200 and the dynamic-status prior σ(p,t) is cal-
culated using the 50% of the total project duration. The
CrowdRec model and all other baselines are implemented
using python’s numpy numerical module, and scikits ma-
chine learning module.4 The codes of our model are publicly
hosted in the Github page.5

6.2.1 Evaluation Metrics
To evaluate the performance of ranking, we use the stan-

dard information retrieval measures. For every project, we
compute: 1) P@N: precision at rank N is defined as the
fraction of rankings in which the true backers are ranked
in the top-N positions, 2) MRR: The mean reciprocal rank
is the inverse of the position of the first true backer in the
ranked set of backers produced by a recommendation model,
3) S@N: The success at rank N is the probability of finding
at least one true backer in the top-n ranked set, and 4) DCG:
The discounted cumulative gain [18] is based on the fact that
highly relevant backers are more important than marginally
relevant ones.

6.2.2 Baseline Methods for Comparison
We compare the performance of our model with a sim-

ple collaborative filtering-based approach that uses various
aggregation strategies for group recommendation and other

4http://scikit-learn.org
5https://github.com/magnetpest2k5/Crec
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state-of-the-art group recommendation models as described
below:

• Collaborative Filtering with averaging (CFA): First we
learn user-project preference using user-based collabora-
tive filtering. We then take the average of the recom-
mended scores for a group and rank the preference scores
to recommend a project to the group.
• Collaborative Filtering with least-misery strategy

(CFL): First we learn the user-project preference using
user-based collaborative filtering. We then take the least
scores as the recommended scores for a group and rank the
preference scores to recommend a project to the group.
• Collaborative Filtering with relevance disagreement

(CFR): First we learn user-project preference using user-
based collaborative filtering, and then takes the relevance
score as CFA and the disagreement is calculated as the dif-
ference between the preference scores of individuals within
a group.
• COM Model: The state-of-the-art group recommenda-

tion model that does not include the dynamic-status com-
ponent [36].

6.2.3 Experimental Results
Overall Performance: Figure 5 shows that the perfor-

mance of CrowdRec and COM are distinctly better than the
collaborative filtering-based group recommendation tech-
niques. Although, the collaborative filtering with averag-
ing technique (CFA) produces better results than CFL and
CFR, the approaches that heuristically aggregate the indi-
vidual scores of backers to determine the groups’ preference
towards projects do not produce reasonable results.6 It is
also clear that the CrowdRec performs better than COM
model in terms of both precision and recall. This shows
that users strongly rely on the on-going status information
of projects to make backing decisions.

Figure 5: The precision and recall performance over experi-
enced and occasional backers with Twitter profiles.

We also observe that the performance of CrowdRec over
experienced backers (Figures 5(a) and 5(c)) is better than

6In [36] the authors report similar observations.

occasional backers (Figures 5(b) and 5(d)), because the for-
mer have a higher backing count, which provides a richer set
of prior information about the backer’s preference over top-
ics, creators and geo-location compared to the occasional
backers. Figure 6 shows similar set of results for the Kck
dataset. In comparison to results shown in Figure 5, we
see that the performance of our model slightly decreases in
the dataset Kck. This is because the backers with Twitter
profiles (i.e. dataset Twt) constantly receive Tweets about
Kickstarter projects from their friends and followees, which
leads to a better communication with their group members.
Since one of the key components of our model is to effectively
incorporate the groups’ influence, it has a stronger impact
over these type of users. Finally, in Table 3, we show the
superior performance of CrowdRec over all other models by
averaging the Success@N measure over all four datasets.

Figure 6: The precision and recall performance over experi-
enced and occasional backers without Twitter profiles.

Table 3: The Average Performance over all datasets using
Success @ N .

Model Success@2 Success@5 Success@10
CFA 0.2638 0.3014 0.3352
CFR 0.2518 0.2857 0.3017
CFL 0.2698 0.3138 0.3369
COM 0.6347 0.7143 0.7584
CrowdRec 0.6926 0.7436 0.7832

Impact of Group Size: Depending on the number of back-
ers in a group, a group can become more diverse or conserva-
tive in terms of their topical-preference. Therefore, we show
the impact of group size on the performance of our model
in Figure 7. Due to space constraints, we only show the
recall performance for top 10 recommended projects. We
again observe that CrowdRec performs better than COM
and all other models irrespective of the group sizes. The
performance of CrowdRec increases as we move from group
size 2 to group size 5. However, this improvement becomes
insignificant as the group size further increases. In fact, we
observe that the performance slightly reduces for group sizes
of 15 and above, mainly due to the sparsity of the data.7

7Groups greater than 15 members are extremely few in num-
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Figure 7: Effect of group sizes of Kickstarter users over the
recall performance for all datasets.

Effect of Topic Size: To study the effect of topic size K
over the performance of our model, in Figure 8, we plot the
DCG scores of the top 10 recommended projects by varying
K from 25 to 300. Similar to our prior observations, we see
that the CrowdRec outperforms COM and all other models.
Additionally, both CrowdRec and COM performs better on
the backers with Twitter profiles (i.e. Twt-Exp and Twt-
Occ) when compared to backers without Twitter profile (i.e.
Kck-Exp and Kck-Occ). It is also important to note that the
DCG values for experienced backers (Figure 8(a)) are higher
than the occasional backers (Figure 8(b)), mainly because
experienced backers have a much higher backing count (and
thus richer prior information) than the occasional backers.
Finally, we observe that the increase in the number of topics
does not necessarily translate to a better performance. Al-
though the DCG scores improves with the increase in topic
count, the performance becomes static at about 200 topics.
In fact, there is a slight decrease in the DCG scores when
the topic count goes past 200.

Figure 8: Effect of topics on the DCG measure.

Effect of Prior Information: Figure 9 shows the effect
of various user- and project-based features that were used
as priors in our model. In this figure, the y-axis denotes

ber.

the priors and the x-axis indicates the MRR scores of the
top 10 recommended projects. We begin with a symmet-
ric prior (s-prior) and gradually add other features to the
prior distribution, which is indicated by the + symbol. For
instance, Topic+ implies that we are including the topical-
preference of users, which was calculated in Equation (12);
similarly, Cr+ implies we add creator preference into the
prior information. We observe that simply by including the
topic prior provides a significant boost to the MRR scores
indicating that backers strongly depend on their topical in-
terest to fund a project. Although, the addition of creator
(Cr) and geo-location (Geo) preferences of backer improves
the performance of the model, though it is not as significant
as the topical-preference. Finally, the inclusion of the pop-
ularity prior (Pop) provides a significant boost yet again,
which shows the importance of the information about the
on-going status of the Kickstarter projects.

Figure 9: Effect of prior information ((a) and (b)) and project
duration ((c) and (d)) on the recommendation performance. The
terms Topic, Cr, Geo and Pop indicates the topical, creator, ge-
olocation and popularity based priors, respectively.

Effect of Dynamic Status: Lastly, we show the effect of
dynamically varying prior information in Figures 9(c) and
9(d). We calculate the status prior Rt using the Equation
(14) at various intervals of the projects’ duration ranging
from 1% to 75% of the total project duration, which is in-
dicated by the y-axis of this figure. It can be seen that, in
general, the recommendation performance increases with the
progression of the project. This is because, as the project
progresses, we can obtain a much accurate estimation about
it’s status both in-terms of popularity and the availability
of rewards.

7. CONCLUSION
In this paper, we introduced a recommendation frame-

work for a popular crowdfunding platform, i.e., Kickstarter.
We point out the challenges arising in Kickstarter, where the
backing habits of its users depend on a diverse set of features,
including topical, geo-location, temporal, and social traits.
By exploiting the notion of groups, we proposed a recom-
mendation model that effectively incorporates all these fea-
tures when recommending projects to groups of Kickstarter
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users. Using a real dataset, we conducted a comprehen-
sive evaluation to show that our model outperforms other
state-of-the-art group-recommendation models in terms of a
variety of performance metrics. Finally, we also studied the
impact of various prior information and show that the on-
going status (or popularity) of the projects plays an impor-
tant role in improving the recommendation performance.
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